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ABSTRACT
Advances in artificial intelligence (AI) offer the potential for chat-
bots to support public health monitoring by automating tasks tra-
ditionally performed by frontline workers. While introducing AI
impacts public agency workers across decision-making, adminis-
tration, and monitoring roles, the perceptions of workers regarding
these technologies and their actual impact on labor are underex-
plored. We examine the case of CareCall, a large language model
(LLM)-driven chatbot used to monitor socially isolated individuals,
by interviewing 21 public agencyworkers across 13 sites involved in
its adoption and rollout. We find that CareCall helped expand public
reach but increased burdens on frontline workers due to insufficient
resources and new labor demands, such as handling lapses in user
engagement. We discuss how implementing LLM-driven chatbots
in public health contexts can complicate decision-makers’ articula-
tion work and impose additional maintenance work on frontline
workers. We recommend AI chatbots in this space leverage public
infrastructure and incorporate fallback mechanisms.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI;
Natural language interfaces; • Computing methodologies→
Natural language generation.
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1 INTRODUCTION
In recent years, the significant surge in AI has permeated various
public service sectors that often grapple with managing and making
decisions for large populations, including child welfare [6, 9, 34–
37, 65, 69], homelessness services [44], unemployment services [18,
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55], and community health interventions [28, 39, 52, 81]. AI sys-
tems are often proposed to help social workers consider various
factors to make fairer decisions while managing high volumes of
social service requests and referrals [6, 9, 18, 36, 37, 44, 55, 65, 69]
or help community health workers optimize resource allocation
for large-scale health interventions [28, 39, 52, 81]. One notable
area of interest is public health monitoring, which involves the
continuous and systematic efforts of public agencies to collect, ana-
lyze, and interpret data to safeguard and promote the health and
wellbeing of populations [74]. Public health monitoring aims to
achieve various goals, including containing the spread of infectious
diseases [8, 19, 49, 50, 68], promoting awareness of the public’s well-
being routines [23, 67], and improving health outcomes in under-
served communities [12, 26, 53, 58, 60, 78]. Current practices of pub-
lic health monitoring rely heavily on frontline workers for recurrent
data collection from populations. This type of monitoring is burden-
some on them and other stakeholders as public health agencies often
have fewer staff or resources than needed [12, 26, 29, 59, 60, 78]. To
alleviate this burden and extend reach, public agencies are increas-
ingly considering AI technologies, such as LLM-driven chatbots,
to assist or automate some of these monitoring tasks traditionally
performed by frontline workers [27, 28, 30, 31].

Given the scale of public services, adopting and rolling out public
sector AI systems requires collaboration among stakeholders in
various roles. For example, stakeholders must decide which tech-
nology to adopt to achieve public service goals. These decisions
are often driven by perceptions of the technology’s capabilities and
capacity to address challenges the organization faces. Day-to-day
labor is also impacted as frontline work changes to accommodate
the AI systems for managing the public, and administrative tasks
arise to integrate the systems into complex public service infras-
tructures. Thus, when AI-mediated interventions are introduced,
they not only change end-user interactions but also reshape the
overall operation of public sectors and affect broader stakeholders.
While prior work has explored stakeholder needs around AI sys-
tems in public services, it largely focused on frontline workers who
directly use AI systems in their daily work [9, 27, 69, 78], limiting
our understanding of the full impact of these AI technologies. Un-
derstanding how broader stakeholders in public agencies perceive
the promise of these technologies and experience the real-world
impact can help designers of future AI for public health monitoring
to address multi-stakeholder needs and better communicate their
opportunities and limitations.

To gain a more holistic understanding of how public sector AI
operates within existing human infrastructures and shapes their
overall institutional roles, we examine the case of CareCall, an LLM-
driven chatbot developed to monitor socially isolated individuals’
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health via check-up phone calls. Since its launch in November 2021,
CareCall has gradually expanded to serve over 30,000 individuals
across more than 140 municipalities in South Korea as of Decem-
ber 2024. As a rare example of an LLM-driven chatbot deployed
in a real-world public health context across municipalities with
varied characteristics (e.g., urban, rural) and involving workers
in varying roles (e.g., frontline monitoring, decision-making, ad-
ministration), CareCall provides a useful case for understanding
the multi-stakeholder perspectives and experiences of the AI chat-
bot deployment for public health monitoring. Through the case of
CareCall, we ask: How do public agency workers across roles
expect AI chatbots to assist in public health monitoring, and
how do they experience the technology in reality? Answering
this question is particularly important to understand the benefits
and drawbacks of AI chatbots relative to other approaches for pub-
lic health monitoring, such as human-only approaches or other
technologies for monitoring.

To answer this question, we interviewed 21 public agency work-
ers involved in the adoption and rollout of CareCall across 13 sites to
monitor over 4,000 individuals. Workers had varied roles in the roll-
out ranging from deciding whether and what technology to adopt,
monitoring the data collected by the AI system to follow up with
concerning cases, and taking administrative tasks to operate the sys-
tem. Through the interviews, we found that public agency workers
had previously struggled to regularly monitor populations needing
care through phone calls or home visits (i.e., a human approach)
due to a shortage of frontline workers. Although the agencies had
tried to introduce technologies like passive sensing systems and
automated voice-based systems (i.e., hardware-dependent technolo-
gies) to address these constraints, they created new labor demands,
such as managing false alarms and maintaining devices, and their
high costs still limited public reach. When CareCall was introduced,
decision-makers had expectations that AI would reach more people
and achieve the desirable monitoring frequency, which was largely
realized. Frontline workers also valued that CareCall unexpectedly
provided a window for care recipients to communicate different
care needs. However, frontline and administrative workers often
felt that their workload was exacerbated as the introduction of
CareCall rarely involved scaling up the human resources necessary
to manage the expanded care and demanded new types of labor,
such as handling lapses in user engagement.

We use the framework of articulation work [71] to reflect on
and discuss our findings, highlighting the changes in human labor
that introducing AI chatbots requires. Decision-makers face unique
challenges in conducting the required articulation work, particu-
larly due to the open-ended nature of LLM-driven chatbots and the
lack of established guidelines and best practices for these emerging
technologies. We also highlight the importance of recognizing the
maintenance work that AI chatbots impose on frontline workers,
especially handling lapses in user engagement. Lastly, we provide
implications for public agencies considering the use of AI chatbots
for public health monitoring, focusing on the potential of open-
ended conversations to identify unmet care needs and the need to
assess the impact of AI implementation on the labor demands of
their workforce. For designers and developers aiming to make AI
chatbots usable for public health monitoring, we suggest opportu-
nities to piggyback on public infrastructure to enhance scalability,

incorporate fallback mechanisms to address lapses in engagement,
and leverage passive sensing as a complement to AI chatbots.

Key contributions of this work include:
• An empirical understanding of the expectations and realities of
public agencies in deploying AI chatbots for public health mon-
itoring. We interviewed 21 public agency workers involved in
the adoption and rollout of CareCall in varying roles, ranging
from decision-making, frontline monitoring, and administration.
While decision-makers’ expectations that AI chatbots would ex-
pand public reach were largely met, frontline and administrative
workers often experienced an increased burden due to the lack
of necessary resources and new labor demands, such as handling
lapses in user engagement. Despite the challenges, frontlinework-
ers saw CareCall as a tool for identifying unmet care needs.

• Insights into the articulationwork required by decision-makers in
implementing AI chatbots for public health monitoring, focusing
on the challenges posed by the open-ended nature of LLM-driven
chatbots, and the maintenance work that AI chatbots impose
on frontline administrative workers to address end-user lapses
in using these systems. We further offer suggestions for public
agencies considering the use of AI chatbots for public health
monitoring, particularly around assessing the impacts of AI im-
plementation on labor demands, and implications for designers
and developers aiming to make AI chatbots usable for public
health monitoring, particularly around piggybacking on public
infrastructure to enhance scalability and incorporating fallback
mechanisms to address lapses in user engagement.

2 RELATEDWORK
Understanding public agencies’ expectations and realities of AI
chatbots for public health monitoring draws on past HCI work on
human infrastructures in healthcare, AI in the public sector, and
technology for large-scale health monitoring.

2.1 Human Infrastructures in Healthcare
A vast and growing body of HCI and CSCW research has focused
on the humans who make technology work in complex healthcare
settings through the lens of human infrastructures, or organiza-
tion of human labor required for collaborative work [46]. While
infrastructures are traditionally understood as the physical and
technological foundations of human activities (e.g., electric grids,
telecommunication networks), human infrastructure is another crit-
ical aspect of understanding modern healthcare services, which
necessitates collaboration among diverse professionals [70].

Introducing new technology into complex sociotechnical infras-
tructures inevitably requires continuous human efforts to adapt to
unanticipated real-world scenarios by adjusting plans, reallocat-
ing resources, and coordinating efforts [4, 22, 66, 71]. This type of
work is characterized as articulation work, or “a set of activities re-
quired to manage the distributed nature of cooperative work” [71].
In healthcare settings, studies have examined maintenance work,
as a form of articulation work [66], that frontline health work-
ers perform to anticipate, repair, and reconfigure infrastructural
arrangements, thereby maintaining the community health infras-
tructures [64, 72, 78]. For example, Verdezoto et al. highlighted
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maintenance work that community health workers performed to
repair the lack of social and material arrangements (e.g., limited
availability of data entry personnel, a shortage of computers with
internet connection) for managing survey data from populations.
Extending prior work, in this study, we examine the types of artic-
ulation work and maintenance work various stakeholders perform
to adopt and operate AI chatbots for public health monitoring.

2.2 AI in the Public Sector
AI technologies are increasingly being proposed as a means to over-
come resource constraints in public services, particularly in health
and welfare. In community health interventions, AI tools have been
explored to optimize resource allocation by identifying individuals
who would benefit most [28, 39, 52, 81]. In social welfare contexts,
researchers have examined how AI might assist in making fairer
decisions while managing high volumes of social service requests
and referrals in contexts like child maltreatment screening [6, 9, 34–
37, 65, 69], housing allocation for unhoused individuals [44], and
job placement for unemployed individuals [18, 55]. While prior
work on AI tools for public services has focused on resource al-
location and decision-making support, AI can also assist in other
essential public service tasks traditionally conducted by frontline
workers, such as regularly collecting data from populations for
public health monitoring. For example, prior work has shown how
AI chatbots can be used to offload the frontline monitoring burden
by automating the collection of personal health data [30, 31, 41].

While prior work has aimed to better understand the perspec-
tives of those who directly interact with the AI systems in public
services for their daily work, it has often overlooked other crucial
stakeholder groups who might have substantially different needs
around these tools [9, 27, 69, 78], such as decision-makers in public
agencies involved in the AI adoption and other indirect users whose
work has been impacted by the introduction of AI. Recently, a few
studies have begun examining the perspectives of workers involved
in AI-mediated decisions in varying roles (e.g., supervisors, agency
leaders) [34–37]. For instance, Kawakami et al. found that front-
line workers had different target outcomes for child maltreatment
screening than the AI tools but faced organizational pressures to
disagree with the algorithmic decisions [36], suggesting the need
to understand the viewpoints of those who hold higher power and
responsibility to shape the adoption and rollout of AI tools in the
public sector. In response to this call, a recent study engaged with
decision-makers in public agencies to understand their views on
adopting new AI tools, highlighting the differing perspectives of
decision-makers and frontline workers on the validity and value of
these tools [34]. We extend prior work by examining perspectives
from public agency workers involved in the adoption and rollout
of AI chatbots in varying roles and how their needs align and differ
in the context of public health monitoring.

2.3 Technology for Large-Scale Health
Monitoring

Monitoring the health and wellbeing of large populations demands
significant time and effort from public health agencies to conduct re-
current data collection [12, 26, 29, 59, 60, 78]. Prior work in the HCI
and CSCW communities has often studied or proposed technologies,

such as chatbots andmobile apps, to support large-scale health mon-
itoring in contexts like contact tracing [8, 41, 49, 50], maternal and
child health education [12, 26, 29, 33, 59, 60, 63, 78], and social isola-
tion intervention [30, 31], mainly focusing on supporting frontline
workers who manually collect health-related data from populations.
Meanwhile, studies in the Ubiquitous Computing community have
proposed more technical approaches to large-scale health monitor-
ing through sensor technologies. Studies have frequently proposed
sensor-based in-home monitoring as a mechanism to monitor vari-
ous health indicators such as air quality [17, 25, 56, 82], water us-
age [20, 21, 75], and electricity consumption [16, 42, 61], particularly
highlighting the benefits of piggybacking on public infrastructures
in improving the scalability of such technologies [21, 42, 75].

Although technologies are often developed with the intention
of offloading the monitoring burden, they oftentimes bring about
unintended consequences. Studies have shown that technology de-
signed to support community health work often increases the strain
on frontline workers by introducing additional responsibilities [29,
38, 59, 72, 78]. Operating these systems frequently requires substan-
tial efforts from frontline workers to go beyond the job descriptions,
but such efforts tend to be unacknowledged by other stakehold-
ers [53, 54, 62, 72, 78]. Research has characterized such overlooked
contributions of frontline workers as “invisible work” [10]—labor
that is essential to their job but unnoticed, unacknowledged, or un-
dervalued by other stakeholders [38, 53, 54, 59, 72, 78]. For example,
in their study of data-driven technologies in a long-term care facil-
ity, Sun et al. revealed that frontline workers performed substantial
data work to address the breakdowns in the data infrastructure—
such as repairing incorrect or incomplete data collected through
sensor technologies—but such work was largely neglected by other
stakeholders under the guise of innovation [72]. Findings from pre-
vious studies suggest the need for an in-depth understanding of the
full extent of the labor that stakeholders perform when introducing
technology to the public sector. Our work adds to this literature
by specifically unpacking the expectations public agency workers
have toward emerging AI technology like CareCall and how such
technology actually impacts their labor in real-world settings.

3 STUDY CONTEXT: CLOVA CARECALL
We present CareCall as an example of an AI chatbot deployed
to support public health monitoring. This section draws from AI
and NLP literature on the underlying technology ([2, 40]), design
documents written by the designers and developers of CareCall,
and interviews with public agency workers.

3.1 Motivation and Design of CareCall
CareCall is an LLM-driven voice chatbot designed to support so-
cially isolated individuals via scheduled phone calls [7]. The sys-
tem’s motivation stems from the recent act on the Prevention and
Management of Lonely Death in South Korea [43]. This act high-
lights the importance of identifying and supporting individuals at
risk of lonely deaths—where someone lives alone, is cut off from
family or relatives, dies alone at home due to suicide or illness, and
their body is found only after a delay. As South Korea has seen a
sharp increase in lonely deaths over the past few years, from 2,412
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in 2017 to 3,378 in 2022, societal consensus has emerged on the
need to prevent these deaths [80].

Designed as an open-ended dialogue system powered by an
LLM called HyperCLOVA [40], CareCall mimics the conversational
style of social workers casually checking in on their care recipi-
ents. Equipped with long-term memory [1], CareCall can remember
information mentioned by users and incorporate that knowledge
when generating responses in future sessions. For example, if a user
mentions regularly seeing a doctor for leg pain, CareCall generates
a summary of this information and includes it in the model input for
subsequent sessions. This allows the system to ask follow-up ques-
tions, such as, “How is your leg feeling?” Prior work has examined
the perceptions of the design of CareCall, showing that its open-
ended conversations helped mitigate the loneliness of end-users
and provided public health workers with a holistic understanding
of individuals [30]. Further, the long-term memory feature particu-
larly enhanced health disclosure and fostered positive perceptions
of the chatbot by offering familiarity [31]. More technical details of
the system architecture can be found in prior work [1, 30, 31, 40].

3.2 Deployment of CareCall
Initially launched in Busan, Korea, in November 2021, CareCall had
gradually expanded to monitor over 30,000 individuals as of Decem-
ber 2024 through over 140 public agencies in South Korea. CareCall
was adopted and deployed by various types of public agencies that
were taking care of socially isolated individuals, including local gov-
ernments, community health centers, and Veterans Affairs offices.
The scale of CareCall deployments varied significantly, ranging
from fewer than ten to several thousand individuals, depending on
the reach of the public agencies involved.

Each public agency had slightly different criteria for the tar-
get users of CareCall in terms of the age group or specific health
conditions, though they all shared the overarching characteristic
of monitoring socially isolated people. Most public agencies de-
ployed CareCall to middle-aged (40s to 60s) and older adults (60s
or older) living alone who were at a low socioeconomic status (e.g.,
below 50% of median household income). However, some agen-
cies in public healthcare contexts deployed CareCall specifically to
older adults with mild cognitive impairment or depression. In most
cases, public officers who provide social services in neighborhoods
recommended these individuals to use CareCall.

The adoption and rollout of CareCall required public agencies
to undertake different tasks. Workers can be categorized as having
one or more of three roles: decision-making, administration, and
frontline monitoring. Similar roles have been described in other stud-
ies of public service technologies (e.g., decision-making [34, 36, 65],
administration [36, 65], and frontline work [9, 27, 30, 32, 37, 78]).
Before adopting and rolling out the system, public agencies had to
make various decisions, including assessing whether this technol-
ogy is suitable for achieving their public service goals, planning
budgets, assigning tasks to subordinate agencies tomanage the oper-
ation of the system, and developingmonitoring protocols (decision-
making). After CareCall started rolling out, frontline workers reg-
ularly monitored the call logs to see if any negative health signals
were detected (e.g., skipping meals, poor sleep, health issues) or if

the person did not answer several calls in a row (frontline mon-
itoring). When any health concerns or consecutive missed calls
were detected from the call logs, the frontline workers were notified
to check with the person to see if everything was okay. If there was
no response to these manual calls, they either visited the individ-
ual’s home or escalated the matter to local public officers. Similarly,
if social service or healthcare needs were identified during manual
calls, they either directly connected the individuals to those services
or wrote a report to escalate the issue to local public officers. Public
agencies also took on various administrative tasks to coordinate
among agencies at different levels, such as compiling the list of care
recipients who needed manual check-ins from frontline workers
and relaying the list to local public officers (administration).

Given the varied scales of CareCall deployments, each agency
distributed roles in different ways. For example, some upper-level
local governments (e.g., provincial or city governments) deployed
CareCall on a relatively larger scale and assigned administrative and
monitoring roles to their subordinate institutions (e.g., neighbor-
hood community centers or local social service agencies), involving
a few to around twenty workers in deploying the system in each
site. In contrast, at agencies that deployed CareCall on a smaller
scale or were low on resources, one or two personnel undertook
multiple roles needed for the entire process of adoption and rollout.

4 METHODS
To understand public agencies’ expectations and realities of de-
ploying AI chatbots for public health monitoring, we interviewed
21 public agency workers involved in the adoption and rollout of
CareCall in varying roles, such as decision-making, administration,
and monitoring. Our interview study was classified as exempt by
our University’s Institutional Review Board as the methodology
did not involve more than minimal risk to participants.

4.1 Interview Process
In Fall 2023, we conducted individual semi-structured interviews
with 17 of our 21 participants, while the remaining four participated
in pairs with a colleague from the same agency (19 sessions in to-
tal). Interview sessions were conducted via conference calls (eight),
phone calls (four), or in-person (seven) based on participant prefer-
ence, each lasting 40-60 minutes. During the interviews, we asked
about (1) their prior experiences monitoring health and wellbeing
of populations using human and technological approaches, (2) the
motivation for CareCall adoption and influencing factors, (3) the im-
pact of integrating CareCall into their workflows and public health
infrastructure. We offered all participants 60,000 KRW (roughly 45
USD at the time of the interviews) for their time. However, eight
participants opted out of receiving study compensation to avoid
the complex process of reporting external income as government
officials, while the remaining thirteen were compensated.

4.2 Participants
We recruited participants by distributing flyers to public agencies
deploying CareCall (14) and via snowball sampling (7), consisting
of 12 females and 9 males aged from 25 to 45 (Table 2). Eligibility
criteria included individuals involved in the adoption and rollout
of CareCall as part of their work for at least three months.
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Table 1: Information on the sites where participants were involved in the adoption and deployment of CareCall, including the
scale of deployment (number of CareCall users), geographical characteristics, public service context, and target users

Site Deployment Scale Geographical
Characteristics

Public Service Context Target Users

SiteA 500 Mostly rural Social welfare Low-SES middle-aged and older adults living alone
SiteB 1,000 Mostly urban Social welfare Low-SES middle-aged and older adults living alone
SiteC 100 Urban, suburban Public healthcare Older adults living in isolated islands
SiteD 5 Rural, suburban Public healthcare Older adults with depression
SiteE 180 Urban Public healthcare Older adults with mild cognitive impairment
SiteF 40 Rural, suburban Social welfare Low-SES older adults living alone
SiteG 50 Rural, suburban Social welfare Low-SES middle-aged adults with chronic conditions
SiteH 10 Suburban Social welfare Low-SES middle-aged adults living alone
SiteI 30 Rural Social welfare Low-SES older adults living alone
SiteJ 300 Urban Social welfare Low-SES older adults living alone
SiteK 1,500 Urban, suburban, rural Social welfare Low-SES middle-aged and older adults living alone
SiteL 50 Urban, suburban Tech incubation Low-SES older adults living alone
SiteM 270 Urban Tech incubation Low-SES older adults living alone

The workers we interviewed were from 13 different sites (SiteA-
M) that deployed CareCall to achieve different goals depending on
their public service contexts, such as social welfare, public health-
care, and technology incubation for public services (Table 1). For
example, social service agencies deployed CareCall to monitor gen-
eral health and well-being of low-SES middle-aged and/or older
adults living alone, aiming to prevent lonely deaths. Conversely,
community health centers adopted CareCall to monitor more spe-
cific health concerns, such as depression, mild cognitive impairment,
or limited healthcare access (e.g., living in an isolated island). The
scale of the deployment in these sites greatly varied, ranging from
five to 1,500 individuals (Table 1). The geographical characteristics
of these sites varied as well, including predominantly rural, subur-
ban, and urban areas, as well as some with a mix of these elements
(Table 1). Such a classification is based on factors such as population
density, urban development, and regional characteristics [48].

Depending on their resources and the scale of deployments, most
of these workers were taking multiple roles in the adoption and
rollout of CareCall. Ten workers participated in decision-making
around the adoption and rollout of CareCall, 20 performed adminis-
trative roles, and 14 conducted frontline monitoring work (Table 2).
Some of these workers were working with each other across institu-
tions to manage CareCall deployments collaboratively. For example,
P-SiteA-1 was in a provincial government and distributed some of
the administration and monitoring tasks to their subordinate agen-
cies, such as city governments (where P-SiteA-2 and P-SiteA-3 were
based) and a social service agency (where P-SiteA-4 was based).
Similarly, P-SiteB-1 made the decisions about the CareCall adoption
in a provincial government and assigned some of the administra-
tion and monitoring tasks to their subordinate agencies, including
a community care center (where P-SiteB-3 was based) and a social
service agency (where P-SiteB-2 was based). We also interviewed
individuals who were working as teams managing CareCall deploy-
ments within the same institutions, such as P-SiteC-1 and P-SiteC-2,
P-SiteD-1 and P-SiteD-2, and P-SiteE-1 and P-SiteE-2.

Workers had varying length of involvement in the adoption
and deployments of CareCall, ranging from 3-6 months (six), 6-12
months (eight), and over 12 months (seven). Some participants had

Table 2: Participant demographics, including age, gender, and
role in CareCall deployment. ID denotes their affiliated site.

Role in CareCall Deployment
ID (Gender, Age) Decision-

making
Admin-
istration

Frontline
Monitoring

P-SiteA-1 (M, 42) ✓

P-SiteA-2 (M, 35) ✓

P-SiteA-3 (F, 43) ✓

P-SiteA-4 (F, 41) ✓ ✓

P-SiteB-1 (M, 35) ✓ ✓

P-SiteB-2 (F, 25) ✓

P-SiteB-3 (F, 40) ✓

P-SiteC-1 (M, 42) ✓ ✓

P-SiteC-2 (M, 41) ✓ ✓ ✓

P-SiteD-1 (M, 31) ✓ ✓ ✓

P-SiteD-2 (F, 35) ✓ ✓

P-SiteE-1 (F, 28) ✓ ✓ ✓

P-SiteE-2 (F, 35) ✓ ✓

P-SiteF (F, 43) ✓ ✓ ✓

P-SiteG (F, 34) ✓ ✓

P-SiteH (F, 30) ✓ ✓ ✓

P-SiteI (M, 38) ✓ ✓ ✓

P-SiteJ (F, 33) ✓ ✓

P-SiteK (F, 35) ✓ ✓

P-SiteL (M, 45) ✓ ✓ ✓

P-SiteM (M, 35) ✓ ✓ ✓

prior experiences with adopting technologies other than CareCall
for public health monitoring. Six of them had experience in lever-
aging passive monitoring systems in the context of social isolation
intervention, such as movement monitors (P-SiteB-1, P-SiteA-2, P-
SiteA-4), call history monitoring systems (P-SiteI), and smart plugs
tracking power usage (P-SiteH, P-SiteG, P-SiteI). Four workers had
experience in deploying automated voice-based systems, such as
answering machines (P-SiteA-2), rule-based chatbots (P-SiteF), and
social robots (P-SiteD-1, P-SiteD-2) in similar contexts.



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Eunkyung Jo, Young-Ho Kim, Sang-Houn Ok, and Daniel A. Epstein

4.3 Data Analysis
We audio-recorded and auto-transcribed all interview sessions,
manually correcting the automatic speech recognition errors in
the transcripts later. All data were originally captured in Korean
and were translated into English during the analysis process by
the first author, who is a native Korean and fluent in English. We
paraphrased some idioms and phrasings to sound more natural in
English and cross-checked the validity of the translation with the
second author, who is also a native Korean and fluent in English.

We used inductive thematic analysis, characterized by the gen-
eration and constant comparison of open codes to reveal underly-
ing themes [5], to qualitatively analyze the interview transcripts.
The first author open-coded the interview transcripts and revised
overarching patterns and themes through several rounds of peer
debriefing meetings. From this coding, we surfaced the main theme
around the expectations and realities of deploying AI-driven chat-
bots for public health monitoring, using this to organize our results.
The final codebook contained nine parent codes, such as expecting
AI to help expand care and AI increasing frontline workload in prac-
tice, and 21 child codes. A central theme in our interviews was the
varied forms of human labor needed by each stakeholder to manage
the deployment of CareCall. This led us to use the framework of
articulation work [71] to guide the discussion of our findings. Our
use of articulation work was bottom-up, informed by our findings
rather than presupposed ahead of analysis.

5 FINDINGS
In this section, we organize our findings by first introducing the
prior experiences of agency workers in taking a human approach
and using hardware-dependent technologies for public health moni-
toring. We then compare these experiences against the expectations
and realities of using AI-driven chatbots (e.g., CareCall) for this task.
Municipalities tended to introduce new technology sequentially
given resource constraints and evolving policy priorities.

5.1 Prior Experiences with Human Approaches
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Figure 1: Human approaches—Public agencies traditionally
monitored socially isolated individuals through manual
check-ins, such as phone calls or home visits. With few front-
line workers assigned to these tasks, only a limited number
of people received regular monitoring.

Public agencies have predominantly relied on a human approach
for social isolation interventions, such as phone calls or home vis-
its. However, with a shortage of frontline workers relative to the
population needing care, this approach was often perceived as
overburdening. P-SiteA-2, as an administrator, acknowledged the
lack of resources given to frontline workers: “In our city, a single
social worker handles over 100 socially isolated individuals, which
isn’t realistically manageable.” Frontline workers described similar

feelings toward a human approach. P-SiteF said: “Checking in with
elderly individuals is quite a burden. I’m responsible for about 1,000,
making it unrealistic to check in with everyone.” P-SiteJ echoed this,
stating: “I’m in charge of hundreds of individuals, which means that
I need to call dozens of people per day. It’s too time-consuming and
exhausting.” Both decision-makers and frontline workers felt the
resource-intensive nature of the human approach often resulted in
inadequate monitoring frequency and coverage of populations in
need of regular monitoring (Figure 1).

5.1.1 InsufficientMonitoring Frequency. Due to resource constraints,
all workers were concerned that a human approach did not enable
them to engage in themonitoring tasks as frequently as they desired.
The frequency that the frontline workers manually checked in with
socially isolated individuals varied greatly, ranging from yearly to
weekly check-ins, but they often felt more frequent monitoring
was necessary to ensure the safety of the populations. P-SiteH, a
frontline social worker in charge of monitoring bed-bound elderly
people, said: “I haven’t been able to check in with them as frequently
as I wanted due to resource constraints.” Administrators and frontline
workers often attributed the gap between the desired and actual
frequency of check-ins to the resources required for home visits.
P-SiteD-2 described the difficulties of relying on home visits for
monitoring in a rural region: “In big cities, people typically visit a
mental health center themselves, so it’s much easier for social workers
to check in regularly. But in rural towns like ours, elderly people can’t
visit us because our center is far from their homes and public transport
is poor, so we need to visit their homes. But with limited resources, it
is only one or two times a month, which is obviously not enough.”

5.1.2 Limited Public Reach. All workers perceived that the resource-
intensive nature of human approaches limited their ability to ad-
equately cover populations in need of regular health monitoring.
They frequently indicated that there were far more individuals
who would benefit from monitoring, but only a small percentage of
them were regularly monitored as they had to selectively prioritize
those who were at greater health risks. P-SiteE-1, a social worker in
charge of individuals who are at risk of dementia at a community
mental health center, felt that they could not adequately cover the
population through a human approach: “Thousands of individuals
with mild cognitive impairment are registered in our pool. We can’t
really check in with every one of them, so a lot of them have been
unattended.” P-SiteL described a similar situation for monitoring
socially isolated elderly people: “In our city, over 25,000 older adults
are living alone. Among them, those who are low-SES or have severe
disabilities have social workers visiting them regularly for check-ins.
However, many others are not receiving any regular check-ins.”

5.2 Prior Experiences with Dedicated Hardware
Recognizing that a human approach did not enable them to mon-
itor as frequently or as much of the public as they would have
liked, decision-makers in government agencies often adopted some
hardware to monitor socially isolated populations. As mentioned
in Section 4.2, several workers had experiences in leveraging passive
monitoring systems in social isolation interventions—such as mo-
tion sensors, smart plugs that track power usage and ambient light
levels, or a call history monitoring system—which were designed
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to notify frontline workers when detecting unusual patterns that
indicate potential medical emergencies. In addition, a few workers
had experience in deploying automated voice-based systems—such
as an answering machine, a rule-based chatbot, and a social ro-
bot for social isolation intervention. Frontline workers mentioned
some instances where they found such technologies beneficial. For
example, P-SiteH described how the smart plug helped discover a
case of a lonely death: “There was a person who was bedridden. He
would leave the TV on the whole day and turn it off when going to
bed. But one day, his power usage suddenly showed up as zero, so we
tried reaching out and found he had passed away.”

Decision-makers generally found that dedicated hardware helped
them slightly scale up monitoring beyond human approaches. How-
ever, frontline workers felt that such hardware-dependent technolo-
gies minimally alleviated the monitoring burden as they introduced
new labor demands. Further, the high cost of hardware devices
limited the reach of these approaches (Figure 2).
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Figure 2: Hardware-dependent technologies—Decision-
makers in public agencies adopted hardware for passive
monitoring or automated check-ins to notify frontline
workers to follow up with people having health concerns
(highlighted in orange). However, frontline and administra-
tive workers found these technologies minimally alleviated
the monitoring burden, as they introduced new tasks—such
as handling false alarms (highlighted in purple) and
maintaining hardware, and the high costs only marginally
expanded public reach compared to human approaches.

5.2.1 Introduction of New Types of Labor for Frontline Workers.
Although sensor-based systems were introduced to assist in pub-
lic health monitoring, administrators and frontline workers often
found these systems added new labor demands instead of reducing
their burden by frequently triggering false alarms and requiring
constant follow-ups. Reflecting on her experience using smart plugs
to monitor socially isolated people, P-SiteG noted that the sensors
were error-prone, creating a significant burden: “Since smart plugs
measure changes in the environment, like ambient light levels, we
got too many false alarms when a person forgot to turn off the light
before going out or something. When we got those notifications, we
were supposed to check if the person was okay immediately, even if it
was evening or weekend, which was quite a burden.”

In addition, the hardware dependency of these systems led front-
line workers to take on additional tasks for managing the devices.

P-SiteG described the hardware maintenance tasks that the smart
plugs required: “We had a lot of difficulties managing the smart plugs,
as the devices would sometimes break down or participants might
lose them. We also had to get the devices back when participants
dropped out to install them in new participants’ homes, so it was a lot
of work.” Similarly, while managing a social isolation intervention
for older adults with depression using social robots, P-SiteD-1 faced
administrative challenges in troubleshooting the devices for the
participants: “We have to do pretty much everything for the partici-
pants in terms of setting it up and troubleshooting. They often call us
and say, ‘It won’t turn on,’ so I would drive 40 minutes to their homes
to check it out. Usually, it’s just a temporary issue with their WiFi
or something, so I would just restart the router and come back. It’s
definitely taking a lot of resources to maintain the robots.”

5.2.2 Limits to Scaling Up Monitoring. Decision-makers further
perceived that the high cost of the devices constrained their abil-
ity to extend their monitoring reach to desired levels. P-SiteB-1
highlighted the financial barriers in providing care through motion
sensors: “We had to be quite selective when deploying the movement
monitors because of the budget limit. There’s still a long waitlist of
people who want this service but haven’t received it.” These costs
motivated P-SiteB-1 to “additionally adopt CareCall because it al-
lowed us to reach a lot more individuals within the budget limit.”
Other decision-makers who had experience or considered deploy-
ing smart speakers for older adults living alone also found that the
high cost of the devices significantly limited their ability to scale
up the intervention. P-SiteH explained that the main reason that
their locale decided not to adopt smart speakers for social isolation
intervention was the cost of the devices: “There are plenty of smart
speakers out there that can help monitor populations, but those are
quite pricey. This limits our ability to expand care. I think budget is
the primary factor when deciding which technology to adopt.”

5.3 Expectations for AI-Driven Chatbots
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Figure 3: Expectations for AI-driven chatbots—When adopt-
ing CareCall, decision-makers in public agencies expected
this AI chatbot to expand care to a much larger population
through automated check-ins. They anticipated that the ex-
isting workforce could manage this expansion of care, as it
would require follow-ups with only a small number of peo-
ple who indicate health concerns (highlighted in orange).

When adopting CareCall, decision-makers had expectations for
the AI chatbot to overcome the aforementioned limitations of a
human approach and hardware-dependent technologies, enabling
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more frequent monitoring for a larger number of people while alle-
viating the burden on workers (Figure 3). They decided to adopt the
technology because they thought it would help scale up monitoring
reach and frequency without needing to scale up workers. Decision-
makers expected that they would be able to monitor significantly
more of the public, effectively simulating human calls, at a lower
cost than human approaches or passive monitoring.

5.3.1 Expansion of Public Reach with Increased Monitoring Fre-
quency. We observed that decision-makers saw CareCall as a means
to expand public reach through automated monitoring. They be-
lieved technology, particularly AI systems like CareCall, would help
overcome resource constraints in public health monitoring. P-SiteE-
2 sought technological solutions to expand care amidst resource
constraints in community health: “The number of people at risk
of dementia has skyrocketed in our municipality, but our resources
haven’t really increased much. We figured we would need technol-
ogy to more efficiently provide care to those people.” P-SiteA-1, who
administered the rollout of CareCall, similarly believed AI would
help overcome resource constraints and scale up care for socially
isolated individuals: “There are a lot of people who would benefit
from care but haven’t gotten any because of our limited resources.
With AI, we hope to provide care to more people.”

As mentioned in Section 5.1, many decision-makers believed
more frequent monitoring was necessary to ensure the safety of
these populations than what a human approach could achieve.
Decision-makers and administrators envisioned that CareCall, as
an AI chatbot performing automated check-up calls, would sig-
nificantly increase monitoring frequency. P-SiteC-1 believed that
CareCall’s automated monitoring would achieve the desired fre-
quency of check-ins for isolated island residents: “Our team has
been visiting small, isolated islands to offer free medical check-ups for
the past few years. But we only get to visit each island once or twice
a year, so it wasn’t really proper monitoring. With CareCall, we can
now check in with them weekly.” Managing socially isolated older
adults in a rural town, P-SiteA-2 also perceived CareCall would
allow them to monitor more frequently: “We used to visit each indi-
vidual in our pool monthly at most because of resource constraints.
Now we’re able to check in with them more often with CareCall.”

5.3.2 Requiring Minimal Human Labor. When introducing Care-
Call, decision-makers further viewed it as an efficient AI tool that
could offload the burden on frontlineworkers. As human approaches
to monitoring tasks were often perceived as overburdening for
frontline workers, decision-makers explicitly aimed to offload their
burden through AI adoption. P-SiteG described: “Our aim of adopt-
ing CareCall was to offload the frontline workers’ burden. They’ve
been asked to check in with people who are at risk of lonely deaths at
least once or twice a week, but we hoped CareCall could check in on
their behalf and ease their workload.” Frontline workers had similar
hopes, such as P-SiteJ: “Our city viewed that AI would offload our
burden by automatically checking in with individuals on my behalf,
allowing me to focus on those are in greater need of care.”

Frontline workers believed that the AI systemwould require min-
imal human labor in frontline monitoring as it automates repetitive
inquiries with the public and generates logs for review. P-SiteC-1
stated: “I think the biggest strength of CareCall is that it saves time.
AI automatically calls people regularly and asks different questions so

that we can see whether they have issues in different aspects of health
through the call logs.” P-SiteD-1 similarly mentioned: “Before using
CareCall, the only way that we could monitor how they were doing
was by giving them a call or visiting their home. With CareCall, I
would no longer need to do it manually; instead, I can see whether
and what health issues they have through the call logs, so I can only
follow up with people who need my attention.”

5.4 Realities of AI-Driven Chatbots
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Figure 4: Realities of AI-driven chatbots—The introduction
of CareCall fulfilled decision-makers’ expectation to expand
public reach, particularly due to piggybacking on public in-
frastructure, while also serving as a channel for individuals
to communicate care needs. However, frontline and admin-
istrative workers felt that their workload increased as the
expansion did not involve scaling up staff. Using AI chatbots
also introduced new labor demands, requiring frontline and
administrative workers to follow up not only with people
with health concerns (highlighted in orange) but also with
those who lapsed in engaging with this chatbot intervention
(highlighted in purple).

When CareCall was introduced, decision-makers’ expectations
of expanding public reach and increasing monitoring frequency
were largely fulfilled, as CareCall was indeed able to reach a broader
audience than human approaches or dedicated hardware. However,
all workers’ expectations of requiring minimal additional human
labor were unmet. Frontline workers often felt the introduction of
CareCall exacerbated their workload by expanding care without
necessary resources and demanding new types of labor. Meanwhile,
frontlineworkers noted an unexpected benefit, as CareCall provided
a window to communicate different care needs (Figure 4).

5.4.1 Expansion of Public Reach with Increased Monitoring Fre-
quency. In many municipalities, decision-makers felt that Care-
Call successfully expanded public reach and increased monitoring
frequency through automated check-up calls. Decision-makers in
public agencies introduced CareCall primarily to scale up care
to underserved populations. P-SiteB-1 described: “In our province,
CareCall users are mostly individuals whom the frontline workers
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wanted to check in on but couldn’t because they are at relatively
lower risk.” P-SiteI similarly illustrated how CareCall helped scale
up care: “We’ve been visiting elderly veterans for check-ins, but we
could only visit up to ten homes per day. We figured it would be nice to
reach out to more people with the help of technology. With CareCall,
we’re able to monitor around 100 individuals per day.”

All workers noted that CareCall enabled more frequent monitor-
ing of care recipients. P-SiteE-1 valued that CareCall allowedweekly
check-ins with individuals with mild cognitive impairment: “We
have thousands of people in our pool, so regular check-ins had been dif-
ficult. With CareCall, we can now check in more frequently.” Similarly,
P-SiteC-1 valued that CareCall’s automated monitoring allowed
weekly check-ins with isolated island residents: “CareCall lets us
check in weekly. I love that the system automatically checks in with
people and flags high-risk cases that need our attention.”

Decision-makers highlighted that one factor that enabled the ex-
pansion of public reach was CareCall’s reliance on public infrastruc-
ture, specifically telephone networks. Unlike hardware-dependent
technologies, CareCall offers chatbot interactions through sched-
uled phone calls, eliminating the need for dedicated devices and
reducing adoption and maintenance costs. Decision-makers and
administrators perceived that this reliance on public infrastructure
as key to scaling care within budget constraints, often compar-
ing it to passive monitoring systems needing dedicated hardware.
P-SiteA-2 emphasized how CareCall’s low cost helped expand its
reach: “Sensor-based systems require substantial initial costs, so it’s
difficult to scale up. With $10,000 budget, we can reach around 1,000
people through CareCall, but only dozens with those sensor-based
systems.” Decision-makers also compared the budget required for
deploying CareCall to the one required for deploying smart speak-
ers, another popular type of technology used in elderly care. P-
SiteE-1, a social worker responsible for people with mild cognitive
impairment, highlighted that CareCall significantly increased the
number of people that they could reach within the same budget
compared to deploying smart speakers: “Our team is also deploying
smart speakers for older adults so that they can play music, etc. With
the limited budget, we can only reach ten people, whereas CareCall
allows us to reach around 180 individuals with the same budget.” P-
SiteH similarly valued that CareCall’s independence of hardware
reduced costs compared to smart speakers: “Smart speakers are po-
tentially helpful for monitoring populations, but they are expensive.
We wouldn’t be able to provide care to as many people as we want
to. CareCall didn’t require purchasing devices, which allowed us to
provide care to more individuals.”

Although CareCall overall reduced costs for monitoring indi-
viduals, some decision-makers deployed CareCall in conjunction
with hardware-dependent approaches to better align with how the
public was interested in engaging with technology. P-SiteK mon-
itored some individuals in their municipality with CareCall, and
others with a smart plug, primarily for those resistant to using a
chatbot but still needed monitoring: “We realized that some people
have reservations about talking to AI. We mostly deployed CareCall
for those comfortable with AI, while using smart plugs for individ-
uals who didn’t like interacting with AI but still needed continuous
monitoring due to their poor health.” P-SiteI similarly deployed a
smart plug alongside CareCall, noting that passive monitoring was

better for some of their municipality because of other health condi-
tions: “Many older adults experience hearing loss, so it’s difficult for
them to engage in proper phone calls. For those people, we installed
the smart plugs to monitor power usage, while deploying CareCall for
people with good hearing who needed some emotional support.”

5.4.2 Expected Expansion of Care without Necessary Resources.
Although CareCall was introduced to expand care, in reality, front-
line workers felt that it was rarely accompanied by the necessary
resources to support its implementation. Decision-makers often
viewed AI systems like CareCall as highly efficient and requiring
minimal human labor. As a result, even when the AI tool was intro-
duced to expand public reach and increase monitoring frequency,
they did not hire more staff members to manage the expanded
care in most cases, leaving existing frontline workers and adminis-
trators to take on extra tasks. For example, with the introduction
of CareCall, P-SiteK was assigned to monitor logs from around
1,500 people on her own, which she felt was unmanageable: “Our
province set the goal to provide the service to 2,000 people from the
beginning. Currently, I’m the only person monitoring CareCall logs
in our province, and I also have other responsibilities. I can’t really
keep up with monitoring that many people.”

Frontline workers and administrators described how decision-
makers’ perceptions of AI might have impacted resource allocation
for AI interventions. P-SiteC-1, a frontline worker at a medical
center, shared his perspective on the possible rationale behind the
insufficient resource allocation: “Decision-makers probably want
AI to take care of 1,000 people and have frontline workers focus on
10% at higher risk. They wouldn’t want to hire more people when
introducing AI because it’s supposed to be efficient. Introducing AI is
not to allocate more resources.” P-SiteB-1, who made decisions about
the deployment of CareCall in their province, acknowledged they
underestimated the resources required to manage CareCall: “We
originally planned on deploying the system with 2,000 individuals
but had to cut down to 1,000 when we saw how much it disrupted
their other responsibilities. Like, they could barely keep up with their
primary tasks because they had to spend almost two full days every
week just for CareCall monitoring.”

Frontline workers often felt that the monitoring tasks introduced
by CareCall substantially distracted them from other responsibil-
ities. P-SiteB-3’s primary role as a frontline social worker was to
assign home care aides to bedridden elderly individuals. However,
with CareCall’s introduction, the provincial government tasked her
with monitoring logs from 600 people—an entirely new and addi-
tional responsibility beyond her existing duties. P-SiteB-3 described
the impact of CareCall on her frontline workload: “I recognize how
CareCall can be helpful in some cases. I would have loved it if check-
ing in with older adults was my day job because it can check in with
hundreds of people in just a few hours, a task that would have taken
me a whole week. But the thing is, my day job is sending home care
aides. For me, CareCall added a whole new set of tasks on top of it.”

Frontline workers thus highlighted the need to allocate addi-
tional resources to handle the expanded care with CareCall. For
example, P-SiteA-3 stated: “When public agencies start new projects,
existing frontline workers always end up with additional tasks, even
though we already deal with heavy workloads. There should be ded-
icated staff that can focus on CareCall monitoring.” All workers
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argued that introducing AI would only increase their burden with-
out extra resources, as it inevitably requires human labor. P-SiteG
stated: “The aim was to offload public officials’ burden, but if the
project is managed by existing workers, it only adds to our burden.
AI does the monitoring, but follow-ups need human labor.” In this
climate, a couple of government agencies began subcontracting
CareCall monitoring tasks. P-SiteB-1, a decision-maker at a provin-
cial government, described: “We’re planning to make budgets to hire
people solely for CareCall monitoring next year. Without this, our
social workers can’t keep up with their other responsibilities.”

5.4.3 Introduction of New Types of Labor for Frontline and Admin-
istrative Workers. As mentioned in Section 5.3.2, many decision-
makers hoped CareCall would reduce the burden on frontline work-
ers by automating repetitive check-up calls. When introduced to
real-world settings, some administrators found it helpful for reduc-
ing the need for hardware maintenance, as it piggybacked on public
infrastructure, unlike prior hardware-dependent technologies. P-
SiteG valued that CareCall did not require any device maintenance—
including handling breakdowns and device losses, installing devices
for new participants, and retrieving devices from dropouts—unlike
smart plugs that they had previously handled the administration
and rollout of: “Managing smart plugs was a lot of work. CareCall
doesn’t really require any of that.” Similarly, P-SiteI highlighted the
convenience of deploying CareCall in comparison to administer-
ing social robots: “Those robots need to be charged regularly and
would occasionally have technical issues. I like that CareCall requires
minimal effort in managing the system.”

However, frontline workers felt that CareCall’s introduction
overall exacerbated their burden by demanding new types of labor.
As mentioned in Section 3, CareCall was designed to notify offi-
cials in charge of individuals who eventually did not answer after
three call attempts, with each government having its own protocols
for handling such lapses. For example, SiteB had ‘the same-day
protocol,’ requiring frontline workers to check in on every indi-
vidual who missed CareCall calls the same day. Although the goal
was to ensure the safety of care recipients, frontline workers often
found such protocols overburdening. P-SiteB-3, a frontline worker
assigned to monitor 1,000 people after CareCall’s introduction, said
she had to spend a full day or two every week just for follow-ups
on missed calls: “Every Wednesday, I have to mentally prepare myself
before checking the call status. We never know the turnout, so I get a
bit anxious every week. Even though CareCall tries three times, about
10% of the users don’t answer, so I have to call around 100 people
on average every Wednesday.” P-SiteF also perceived adhering to
the protocols for handling lapses was challenging: “We get anxious
when the participants don’t answer calls. If I can’t confirm the person
is doing okay through CareCall, human calls, or visits, we have to
call 911 to forcibly open their front door. It would be a major incon-
venience for them, so I’d rather not have to do it.” Administrative
workers also reported that handling lapses required them to under-
take additional tasks to coordinate between multiple institutions.
P-SiteB-2 described the complex coordination process of addressing
lapses: “The community care center lists individuals needing public
officers’ attention after monitoring the call logs and relays the list to
us. We then relay it to the Provincial government so they can reach out
to officers in each neighborhood. The whole process is very complex.”

These administrative tasks for handling lapses were perceived as
time-consuming and burdensome by other workers as well.

Frontline workers viewed handling lapses in user engagement
with CareCall as redundant, as these were not typically due to
health concerns. P-SiteC-2, responsible for isolated island resi-
dents, thought lapses often occurred because participants disliked
AI: “CareCall assumes something might have happened if someone
misses calls, but often, people don’t answer calls simply because they
don’t like talking to AI, not because something bad happened. We
now have to try calling them a few times and even ask local public
officials to visit when they miss CareCall. But honestly, I’m skeptical
about putting in so much effort.” P-SiteI, who manages elderly veter-
ans, noted that lapses were often due to forgetfulness, rather than
emergencies: “We send out CareCall calls at a set time every week,
so we ask them to be on the lookout. However, elderly individuals
often leave their phones somewhere and forget. We keep calling them
until they answer, but there’s not much we can do if people don’t
pick up the phone.” To minimize redundant tasks, frontline workers
suggested expanding AI’s role by further automating follow-ups.
P-SiteJ stated: “For now, we’re responsible for reaching out to those
who didn’t answer CareCall, but I wish it could try again the next
day automatically.” P-SiteI similarly wished, “the system requires
minimal or no human intervention. It could try a few more times
without prompting us to follow up manually.”

In addition, frontline workers noted that lapses in user engage-
ment with CareCall created additional tasks of handling callbacks.
Since the chatbot used frontline workers’ office numbers, partici-
pants frequently returned calls to their offices after seeing missed
calls from CareCall. However, frontline workers frequently found
these callbacks overburdening. P-SiteG explained: “I frequently get
callbacks, and people often want to chat while they are at it. No
wonder, given we recruited people needing emotional support. But
it adds up quickly and becomes overwhelming.” P-SiteB-1 similarly
described the difficulty of handling callbacks: “I get a lot of callbacks
from CareCall users. The thing is, it’s difficult to keep the call short
because they often want to chat and ask about social services, which
can easily take 30 minutes per call.”

5.4.4 Creation of a Window to Communicate Different Care Needs.
We further found that introducing CareCall unexpectedly served
as a window for care recipients to communicate different needs,
allowing frontline workers to provide the necessary support. The
open-ended nature of LLM-driven chatbots led users to express
various healthcare and social service needs when interacting with
CareCall. Although CareCall was not targeted at processing such
requests, frontline workers valued the ability to identify these needs
through call logs and often took action on them.

Frontline workers occasionally discovered individuals’ mental
health needs through CareCall call logs, which led them to check in
on themmore frequently. P-SiteA-2 stated: “Wemake sure to visit and
check in with them if people frequently mention feeling depressed and
lonely during CareCall calls. We then connect them to mental health
support or job search assistance when necessary.” Working at a mental
health center, P-SiteE-1 particularly paid attention to expressions
of emotional distress when monitoring CareCall calls and followed
up when concerns arose: “We call when we find something stands
out in the call logs. For example, if someone says, ‘I’m so depressed. I
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just want to die,’ I make sure to reach out. In many cases, just listening
to whatever they want to say makes them feel better.”

In addition, in a community health center setting, frontline work-
ers were able to encourage individuals to seek clinical care when
they noticed physical health concerns from the call logs. P-SiteC-2
described taking action on an individual’s health issue through
monitoring CareCall logs: “Many elderly people take sleeping pills
when they frequently wake up at night, but in fact, these issues are
often due to urological issues. When we noticed someone repeatedly
mentioning their sleep problems, I followed up and encouraged them to
visit us to see a urologist. After the visit, thankfully, their sleep issues
were resolved.” P-SiteC-1 similarly explained how health concerns
expressed during CareCall calls helped them connect to necessary
healthcare: “I noticed someone mentioning severe back pain during
the calls. I followed up and encouraged them to visit us so that we
could get an X-ray and provide some physical therapy.”

Further, frontline workers identified and addressed social service
needs upon monitoring CareCall logs, even though those were be-
yond the intended scope. P-SiteB-3 explained their desire to connect
individuals to social services through CareCall monitoring: “We
know that CareCall is just for check-ins, but we wanted more from
the start. Like, connecting people to relevant social services if needs
arise, such as job searching or sending home aides.” P-SiteB-2 added
that they would note details like, “someone had surgery recently and
asked for financial aid” when monitoring call logs so local public
officers can connect them to resources. P-SiteL described how Care-
Call turned out useful for natural disaster recovery: “Last monsoon
season was pretty bad in our city, and people mentioned issues like
water leaks or floods during CareCall calls. During the season, I paid
extra attention to the call logs and reached out to the community
centers for help, like fixing their houses. I know the system isn’t meant
for emergency responses, but it worked out well.”

6 DISCUSSION
Our findings reveal a discrepancy between public agencies’ ex-
pectations and the realities of deploying CareCall, as it required
significant human effort to manage the expanded care, contrary to
expectations that it would alleviate the burden of frontline public
health monitoring. This mismatch between perceptions and reality
of the adoption of LLMs parallels conversations in other spaces,
where the technology is often assumed to have greater capabil-
ities than it can deliver on [27, 28, 72]. Looking at our findings
from the perspective of articulation work [71], we highlight that
decision-makers in public health face unique challenges in conduct-
ing articulation work required for AI chatbot adoption, particularly
due to the open-ended nature of LLM-driven chatbots. We point
to the need to develop guidelines and best practices for decision-
makers implementing these emerging technologies in public health
contexts. Our findings also surface that CareCall introduced sig-
nificant maintenance work for frontline workers, primarily due to
unmet expectations around user engagement with these chatbots.
We argue for the importance of acknowledging and accounting
for the maintenance work that these AI chatbots demand in public
health monitoring. In addition, we provide implications for public
agencies considering the use of AI chatbots for public health moni-
toring, focusing on the potential of open-ended conversations to

identify unmet care needs and the need to assess the impacts of AI
adoption on the labor demands of their workforce. For designers
and developers aiming to make AI chatbots usable for public health
monitoring, we suggest opportunities to piggyback on public in-
frastructure, incorporate fallback mechanisms to address lapses,
and leverage passive sensing to complement chatbots. Finally, we
report on the limitations of the study, particularly concerning the
transferability of the findings to different countries and domains.

6.1 Considering Decision-Makers’ Articulation
Work for AI Chatbot Adoption

Through this study, we found that decision-makers in public agen-
cies often expected AI chatbots to reach more people. These expec-
tations were largely realized, but decision-makers often failed to
plan adequately for the necessary resources to operate these sys-
tems effectively. Overall, these AI chatbots failed to deliver on the
expectation of scaling up monitoring reach and frequency without
needing to increasing staff. Decision-makers initially perceived AI
chatbots like CareCall as highly efficient and requiring minimal
human oversight, having unrealistic expectations about their capa-
bilities for public health monitoring. Such perceptions might have
been influenced by their personal interactions with open-domain,
LLM-driven chatbots (e.g., ChatGPT, Google Gemini) performing
naturalistic conversations on diverse topics, as well as broader me-
dia and cultural conversations around these technologies. However,
in reality, frontline workers and administrators had to take on sig-
nificant human effort to manage the expanded care with these AI
chatbots, such as following up on health concerns and handling
lapses. This discrepancy led to failures in planning for the human
resources required to operate AI for large-scale health monitoring,
adding extra work to already overburdened frontline workers who
perform crucial care work with limited resources.

Extending prior CSCW research that sheds light on the articula-
tion work required for introducing new technology into complex
healthcare infrastructures [4, 22, 66, 71], our findings highlight that
decision-makers may face greater challenges in conducting articu-
lation work for allocating resources for LLM-driven chatbots due to
the unrealistic expectations about the capabilities of these technolo-
gies. The lack of established guidelines and best practices for these
emerging technologies in public health space further introduces
greater uncertainty about their capabilities and limitations, as well
as the human efforts necessary to operate them. Given these chal-
lenges, developing guidelines and best practices for decision-makers
in implementing LLM-driven chatbots in public health contexts is
a valuable direction for future research. Similar to the toolkit pro-
posed by a recent study [35], such resources could provide valuable
insights to support the articulation work of decision-makers and
help them develop more realistic expectations of the capabilities
of these systems. By aiding them in navigating the complexities
of implementing emerging technologies like LLM-driven chatbots,
decision-makers could better estimate the human efforts necessary
to operate these systems in a more sustainable manner.
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6.2 Accounting for Maintenance Work AI
Chatbots Impose on Frontline Workers

It can be expected that any change to existing practices in complex
public health contexts will introduce new types of labor. However,
in this study, we found that the adoption of CareCall introduced
not only new labor but also labor that decision-makers in pub-
lic agencies did not anticipate, such as handling calls that the AI
chatbot made but were not responded to. Consistent with prior
work [64, 72, 78], our findings reveal that the frontline and admin-
istrative workers had to perform substantial maintenance work
due to AI chatbots failing to meet some expectations the decision-
makers had. The adoption of CareCall for public health monitoring
operated under the assumption that missed calls indicate potential
health emergencies of users, implying that users would mostly an-
swer the calls when not in emergencies. However, in reality, our
frontline workers thought that users frequently lapsed in the use
of CareCall because they simply forgot about it or did not want to
interact with AI. This suggests a misunderstanding among decision-
makers that people would consistently and willingly communicate
with AI chatbots in public health monitoring contexts. Research
on Personal Informatics has shown that people commonly lapse
in the use of health monitoring technology in general, both inten-
tionally and unintentionally [13, 15]. In addition, prior studies have
highlighted that people are often hesitant to interact with chatbots,
preferring instead to engage with humans behind chatbot-based
health interventions [33, 45, 63]. Building on prior work, our study
suggests that public health monitoring involving AI chatbots in-
evitably requires maintenance work to address lapses, whether due
to people’s patterns of behavior with health monitoring technology
in general or their reluctance to interact with AI chatbots.

Previous studies have pointed out that technology could be used
as a means to demand additional expectations for frontline work-
ers [76] or normalize increasing their workloads in the name of in-
novation [72]. Extending prior work, our study suggests that while
integrating AI chatbots likely introduces substantial maintenance
work to address the limitations of these tools, decision-makers can
easily overlook them under the guise of innovation, burdening
frontline workers with additional and potentially redundant tasks.
Reflecting prior work [3, 53, 78], our findings suggest that an impor-
tant avenue for improving AI adoption in public health monitoring
is to adequately recognize the efforts of workers in maintaining
care infrastructure during breakdowns. To avoid overburdening
the public health workforce, we recommend that decision-makers
pay close attention to the types of tasks AI could add to care infras-
tructure, who will perform the additional and potentially invisible
work, and how such work can be better recognized.

6.3 Implications for Public Agencies
In this section, we highlight implications for public agencies look-
ing to leverage AI chatbots for public health monitoring. Our find-
ings surface that CareCall unexpectedly served as a conduit for
communicating various social service and healthcare needs. As an
open-domain, LLM-driven chatbot, CareCall supports free-form
conversations on serendipitous topics users bring up, allowing users
to convey various care needs that traditional task-oriented systems
with pre-defined conversation flows might miss [47]. Our study

suggests that open-domain, LLM-driven chatbots can play a valu-
able role in care infrastructures as the safety net for vulnerable
populations. We recommend that public agencies leverage the
public’s open-ended interactions with LLM-driven chatbots
to uncover unmet care needs. When integrating these chatbots
into care infrastructures, it would be essential to establish compre-
hensive mechanisms to monitor unmet care needs and refer them
to relevant social or healthcare services.

However, previous studies highlighted that stakeholders often
have unrealistic expectations towards AI systems in the public
sector and ascribe more capabilities than they actually can of-
fer [30, 35, 59]. In addition to decision-makers overestimating their
capabilities of LLM-driven chatbots, the public may be similarly
influenced by personal experience and public discourse around
these technologies, potentially leading to disappointment when
they cannot receive the care they desire [30]. To maintain realis-
tic expectations of these chatbots, it is crucial for public agencies
to transparently communicate system capabilities and limitations
with end-users and clarify what public agencies can and cannot
offer by monitoring the data collected through these systems.

Further, our findings suggest that adopting AI chatbots neces-
sitates rethinking and reconfiguring the labor involved in public
health monitoring. Before introducing technological interventions,
frontline public health monitoring primarily involved giving calls
or visiting homes to ask routine questions about the health and
wellbeing of individuals under their care. In contrast, with CareCall,
frontline workers shifted their focus to following up on those who
expressed health concerns and addressing lapses. In short, the AI
chatbot took over some of the labor expected of frontline workers
and introduced different labor in its place. If these AI technologies
are widely put into practice for public health monitoring, what we
observed in CareCall suggests that the types of labor performed by
frontline workers will shift, as well as the kinds of expertise and
training needed for these workers to be effective. Our participants
frequently stated that they felt that working with CareCall required
tasks they had not been trained to do or were well outside their
areas of expertise. We do not aim to argue that this shift is positive
or negative as a whole. Rather, we urge public agencies to criti-
cally assess the impacts that introducing these AI systems
will have on the day-to-day practices of their workforce as
part of deciding whether and how to adopt them.

A core question that decision-makers in public agencies need
to consider is the various costs (e.g., financial, morale) associated
with re-training frontline workers or hiring new ones to manage
the work introduced by AI chatbots. However, given that the day-
to-day experiences of multiple stakeholders are impacted by such
decisions, we see a need for decision-makers to better acknowledge
the new labor placed on existing frontline workers. Prior work has
pointed out the clear solution of increasing worker compensation or
hiring additional workers [53], though this approach often faces bar-
riers in typically underfunded public agencies. Other approaches
include increasing the visibility of this additional work [54, 78],
such as through time-tracking, though these can lead to feelings
of surveillance. More participatory approaches, involving all stake-
holders in the conversation of whether and how to adopt an AI
chatbot for public health monitoring, can potentially address some
of these concerns and risks [6, 18, 55, 69].
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6.4 Implications for Designers and Developers
In this section, we offer implications for designers and developers
aiming to make AI chatbots usable for public health monitoring.
One significant factor that enabled CareCall to meet stakeholder
expectations around expanding reach was it piggybacked on exist-
ing public infrastructure, specifically telephone networks. Unlike
technologies requiring dedicated hardware, CareCall’s chatbot in-
teractions were conducted via phone calls using existing telephone
lines. This approach significantly lowered costs, allowing broader
reach within public agencies’ budget constraints, and reduced the
burden on frontline workers and administrators, who would other-
wise have been tasked with managing hardware. Research in the
HCI community has increasingly underscored the need to consider
the scalability of health technologies [51, 79]. When developing
chatbots for large-scale health monitoring, building on existing in-
frastructure [21, 75, 77] or social platforms [14, 24] can enhance scal-
ability, as this approach can lower development and management
burdens [14] and facilitate broader engagement in low-resource
settings [77]. Consistent with prior work, our study highlights pig-
gybacking on public infrastructure as a promising strategy
to address the scalability challenges of public health monitoring
chatbots. When deciding whether and what public infrastructure
to piggyback on, designers need to carefully consider its impact on
end-user interactions and broader stakeholder workflows.

In addition, our study points to opportunities for developers to
incorporate fallback mechanisms to address lapses in user
engagement with chatbot-based public health monitoring. While
lapses are to be expected [13, 15], they are often respected in other
contexts. However, in critical health contexts where public health
monitoring is often deployed, such as for the prevention of lonely
deaths, such lapses could indicate serious health emergencies or
even death, and it may not be beneficial to outright ignore them.
Incorporating fallback mechanisms can help make chatbot-based
public health monitoring more resilient to lapses in user engage-
ment in the long term. Prior work pointed to the opportunities for
using secondary sources that generate data as a byproduct of the
daily digital lives of individuals—such as social media posts and
app usage [11, 13, 57, 73]—or in-home environment monitoring—
such as water usage or electricity consumption [21, 42, 75]. While
our findings revealed that public health officials often view such
passive sensing approaches as too error-prone to serve as the pri-
mary method of monitoring personal health, they could be effective
as fallback mechanisms for addressing lapses in user engagement.
These approaches, as secondary sources of producing data, do not
require additional effort from individuals, reducing frontline work-
ers’ burden of handling lapses in chatbot-based public health moni-
toring. One important factor to consider when leveraging passive
sensing approaches as fallback mechanisms for public health moni-
toring is whether dedicated hardware devices are required because
it likely introduces additional labor to maintain them and limits
public reach due to the cost. We suggest that developers carefully
evaluate the opportunity to leverage existing public infrastructure
as a fallback mechanism to chatbot-based public health monitoring,
while also considering whether approaches that do not build on
existing infrastructure could provide additional value.

Beyond addressing lapses in user engagement, we further see
opportunities for passive sensing to complement chatbots to
align with various public health monitoring needs. Public offi-
cials highlighted how individuals often had skepticism or concerns
around the use of conversational AI for monitoring, and providing
an alternative technical approach helped them monitor this group
while aligning with their preferences. Further, officials highlighted
that some chronic conditions common in their population, such
as hearing loss, were not amenable to voice-based chatbot check-
ins, and having an alternative was beneficial. Beyond serving as
an alternative, there are likely opportunities for passive sensing
approaches to deepen understanding of the public’s daily experi-
ences. For example, understanding energy consumption patterns
via in-home sensors could triangulate self-reported behaviors via
chatbots, creating a better picture of how an individual living alone
is doing. However, our findings suggest that public agencies often
adopt new technological interventions sequentially given resource
constraints, evolving policy priorities, and emerging technology
trends, so care must be takenwhen designing integrated approaches
in ways that can be readily adopted.

6.5 Limitations and Future Work
Our goal for this study was to understand the expectations and
realities faced by public agencies deploying AI chatbots for pub-
lic health monitoring through the case of CareCall, which led us
to focus on the perspectives of public agency workers who were
involved in its adoption and rollout in South Korea. We believe
that many of the circumstances that our interviewees described—
such as the lack of resources in public agencies and the demanding
working conditions of frontline workers—are not unique to the
South Korean context or the specific deployment of CareCall, sug-
gesting that similar expectations and challenges could arise when
AI chatbots are rolled out for public health monitoring in other
countries. However, we acknowledge that various country-specific
factors—such as regulatory requirements, cultural norms, techno-
logical infrastructure, public trust in AI systems, and the overall
maturity of digital health initiatives—can significantly influence
how public agencies approach AI adoption and deployment for
public health monitoring. As such, it is crucial to consider these
contextual differences when applying our findings to other regions.

Our study focused on the context of CareCall, a system designed
to monitor the health and wellbeing of socially isolated individu-
als, primarily low-SES middle-aged and older adults living alone.
Using AI chatbots in public health monitoring for different and
broader populations—such as crisis management or chronic disease
monitoring—likely involves different interpersonal and infrastruc-
tural dynamics. For instance, crisis management often involves
real-time monitoring and decision-making, which may involve dif-
ferent labor demands compared to the relatively stable, routine
monitoring of individuals’ wellbeing. Further, most CareCall de-
ployments in our study context were pilot projects implemented on
relatively small scales. When AI chatbots are deployed on a larger
scale (e.g., state-wide or nationwide), public agencies may engage
in more robust resource planning and role assignment than what
was seen in our study. Future research should explore how these
factors play out in different public health domains and at various
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scales of deployment to better understand the perspectives and
practices around AI adoption and rollout.

Finally, we recognize that participants were describing their
expectations for CareCall retrospectively, and the descriptions they
provided were likely influenced by their actual experience with the
system. Nonetheless, we expect that participant descriptions were
fairly reliable, as they largely lined up with typical expectations that
AI technology can help reduce workload and expand scale. Further
work would benefit from investigating how public health workers’
perceptions of AI chatbots change as they more deeply understand
the technology’s capabilities, such as participatory methods with
longitudinal engagement.

7 CONCLUSION
Through interviews with 21 public agency workers involved in
the adoption and deployment of CareCall across decision-making,
administration, and frontline monitoring roles, we found that pub-
lic agencies’ expectations for AI chatbots to expand reach were
largely met, but frontline workers often experienced an increased
burden due to insufficient resources and new labor demands, such
as handling lapses in user engagement. Our findings suggest that
the open-ended nature of LLM-driven chatbots and the lack of es-
tablished guidelines around these emerging technologies introduce
unique challenges for decision-makers when conducting the ar-
ticulation work required for AI chatbot implementation. We also
highlight the importance of recognizing the maintenance work that
AI chatbots impose on frontline workers, especially considering
end-user lapses in using these systems. For public agencies, we
suggest leveraging open-ended conversations of LLM-driven chat-
bots to identify unmet care needs and critically assess the impacts
of AI implementation on the labor demands of their workforce.
For developers, we suggest piggybacking on public infrastructure,
incorporating fallback mechanisms to better address lapses in user
engagement with AI chatbots, and leveraging passive sensing to
complement AI chatbots for public health monitoring.
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