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Human-AI collaborative decision-making can achieve better outcomes than either party individually. The
success of this collaboration can depend on whether the human decision-maker perceives the AI contribution
as beneficial to the decision-making process. Beneficial AI explanations are often described as relevant,
convincing, and trustworthy. Yet, we know little about the characteristics of explanations that result in these
perceptions. Focusing on collaborative subjective decision-making, using the context of subtle sexism, where
explanations can surface new interpretations, we conducted a user study (N=20) to explore the structural and
content characteristics that affect perceptions of human and AI-generated verbal (text and audio) explanations.
We find four groups of characteristics (Tone, Grammatical Elements, Argumentative Sophistication and Relation
to User), and that the effect of these characteristics on the perception of explanations for subtle sexism depends
on the perceived author. Thus, we also identify which explanation characteristics participants use to identify
the author of an explanation. Demonstrating the relationship between these characteristics and explanation
perceptions, we present a categorized set of characteristics that system builders can leverage to produce the
appropriate perception of an explanation for various sensitive contexts. We also highlight human perception
biases and associated issues resulting from these perceptions.
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1 INTRODUCTION
Human-Artificial Intelligence (AI) collaborative decision-making aims for complementary per-
formance [9, 10, 40, 67, 121], where human and AI partners together achieve a better outcome
than they would individually. The nature of this collaboration might vary based on the decision-
making scenario [93], particularly whether the decision to be made is objective (i.e., based on a
ground truth) or subjective (i.e., open to interpretation). In any collaboration scenario, the human
user needs to understand the AI output, which is commonly addressed through AI explainability
features [1, 5, 105, 108, 141], and researchers have been actively exploring the effects of these
explanations on the collaboration process [99, 149, 154]. Specifically, in subjective decision-making,
AI explanations can additionally play an argumentative role [50, 93, 98], supporting the human
user by providing multiple rationales and helping them to consider a broader set of arguments.
To consider the suggested perspectives—to effectively incorporate them into the decision-

making—the user should see these AI explanations as beneficial to the decision-making process.
Prior work suggests that for an explanation to be considered, it should be perceived as relevant
[11, 62, 89, 129, 132], appropriately convincing [20, 56, 70, 118, 123], and appropriately trustworthy
[47, 63, 64, 78, 90, 91, 161]. However, although the importance of these perceptions is extensively dis-
cussed, little is known about the characteristics of an explanation contributing to these perceptions
[16, 74, 126, 149].

The effective incorporation of collaborative input into decision-making is further influenced by
the perception of the collaborative party, both in human-human [41, 55] and, perhaps even to a
greater extent, in human-AI partnership [94, 160]. For example, recent studies show that humans
tend to misinterpret the characteristics of AI-generated images due to misjudgment of AI abilities
[104]. Additionally, humans are reported to be uncomfortable when artificial systems produce
uniquely human-like characteristics [110], e.g., intelligent agents displaying human-like emotional
responses can trigger discomfort [142] or frustration [100, 103]. We suggest that the influence
of these perceptions on the effective incorporation of collaborative input could be expected to
be even more critical in subjective decision-making, where culture, beliefs, and values [93, 107],
as well as uniquely human opinions and experiences, play a large role in the interpretations of
data [61]. Correspondingly, we hypothesize that, in the context of subjective decision-making, the
perceptions of an explanation’s relevance, convincingness, and trustworthiness may differ based
on the perceived source of the explanation (human vs. AI).

In this work, we investigate which characteristics of a verbal AI explanation affect its perceptions
in subjective decision-making. Verbal explanations are made up of words, phrases, and natural
language [109], and are sometimes referred to as “natural language explanations” [22]. While XAI
research has explored various modalities [60, 69, 79, 112], we choose to focus on verbal explanations,
which were shown to be more effective than graphic explanations [127], are often regarded as
more equitable [146], require less expertise for comprehension [143] and become particularly
promising with the growing popularity of large language models (LLMs) [13, 24, 35, 97, 163]. Given
that modality can affect the perception of AI explanations [127], we consider both text and audio
formats of verbal explanations, especially since audio modality has received little attention in XAI
research so far [3, 79, 127].

Given the complexity and nuanced nature of human-AI collaboration processes, research explor-
ing these processes is commonly performed on an example of a specific domain, e.g., work by Lee
et al. [96] on an understanding of complementary strengths in human-AI collaboration, performed
through an example of a healthcare setting. Human-AI collaboration in subjective decision-making
has been previously studied in a number of domains, including medical [132], judiciary [27], and
hiring decisions [113], yet has not been explored in the domain of hate speech detection, where
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decisions on what is or is not harmful also heavily rely on personal beliefs and values [107]. This
use case represents an existing pressing issue in the domain of automated hate speech detection
[23, 36, 61, 102, 128, 152] where human-AI collaboration could thrive. Although machine learning
models can successfully identify overt hate speech from the internet by relying on swear or stereo-
typical words [36, 152], subtle sexism cases do not follow this pattern [117] and are significantly
harder to identify. In this context, moderation relies on subjective decisions and requires the human
user’s final assessment. Given that one’s interpretation of sexism can be very culturally dependent
and influenced by one’s beliefs and experiences [107], additional perspectives become particularly
useful for such decisions. Previous work has shown that these additional perspectives can indeed
be surfaced through AI explanations of its rationale for identifying context as sexist [50]. However,
to be effectively incorporated into the decision-making, they should be perceived by a human
collaborator as relevant, appropriately convincing, and appropriately trustworthy.
Correspondingly, to inform the design of AI verbal explanations as a collaborative input for

human-AI subjective decision-making, we first explored (RQ1) which characteristics of a verbal
explanation affect users’ perception of it as relevant, convincing, and trustworthy, and whether these
characteristics differ based on the perceived author (human vs. AI). In an interview-based study
with 20 participants, we provided eight scenario-explanation pairs from a database of subtle sexism
scenarios where an explanation was either produced by a human or generated by a GPT model [15].
Participants were asked to predict and explain their choice of the explanation author (human or AI),
evaluate the explanations’ relevance, convincingness, and trustworthiness, and provide a rationale
for these evaluations. Our findings revealed that the perceived relevance, convincingness, and
trustworthiness of verbal explanations for subtle sexism detection are affected by a set of explanation
characteristics: Tone, Argumentative Sophistication and Relation to User (Figure 1, Table 7). Notably,
the Relation to User, i.e., the alignment with the user’s personal experiences and opinions, played
a strongly positive role in all three evaluation categories, suggesting a concerning confirmation
bias that requires particular attention from explanation designers. Further, there were notable
differences in how characteristics were interpreted based on the perceived author of the explanation,
such as a neutral tone being convincing and trustworthy if coming from humans, but distinctly
unconvincing and untrustworthy if believed to come from AI.

Since we hypothesize that the perceived author of an explanation would impact how explanation
characteristics contribute to the overall perception of an explanation, we additionally examined
(RQ2) which characteristics of a verbal explanation for subtle sexism do people consider when
predicting its author (human vs. AI). Although participants did only slighter better than chancewhen
predicting the author of an explanation, they systematically relied on explanation characteristics
that they strongly associatedwith either human or AI authorship (see Figure 2). These characteristics
fell into the above three categories, with the addition of Grammatical Elements. Broadly, people
used binary strategies in identifying the author, such as an emotional tone representing human
authorship, while the opposite, a logical tone, represented AI output. Only a few characteristics
(short length, repetition, completeness of argument, and directness) were commonly ascribed to
both human and AI authorship. Additionally, while participants had equally low overall accuracy
in predicting authorship across modalities, they were more accurate at identifying human-authored
explanations in text and AI-authored in audio.
The results of this work contribute a categorized set of characteristics that influence the users’

perceptions of authorship, relevance, convincingness, and trustworthiness of verbal explanations
in subjective decision-making in sensitive contexts. We describe how each category affects the
corresponding perceptions and discuss these findings in the context of existing literature. Finally,
informed by our findings, we propose design considerations for AI explanations in collaborative
subjective decision-making.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 517. Publication date: November 2024.



517:4 Ferguson et al.

Fig. 1. Visualization of the explanation characteristics that impact different perceptions. Red text corresponds
to characteristics that are perceived distinctly differently based on the perceived author, and purple text
corresponds to characteristics that are perceived both positively and negatively.

Fig. 2. Visualization of the explanation characteristics that impact perception of authorship. Purple text
corresponds to characteristics that are perceived both to make an explanation more like (human or AI) and
less like (humans or AI).
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2 BACKGROUNDWORK
In this section, we review relevant work on human-AI collaboration, AI explanation generation,
and human perceptions.

2.1 Human-AI Collaboration
The ideal Human-AI partnership aims to achieve complementary performance, where both parties
together are more accurate or higher performing than either could be on their own [10, 40, 67]. For
example, in identifying lesions in the body, Reverberi et al. [126] found that medical professionals
rely on the AI more frequently when it is correct, resulting in higher performance than if the AI or
human worked on their own. In evaluating poetry, Hitsuwari et al. [72] found that AI-generated
poems with human intervention were rated as the most beautiful. However, in a study in the
education domain, Ren et al. [124] found that human-AI collaboration produces faster, but less
accurate, tagging. Researchers have also focused on describing the mechanisms of successful
collaboration. Hemmer et al. [68] found that humans perform better on a task when an AI model
breaks down that task for them, and Lai et al. [92] found that having humans identify guidelines for
when to rely on AI, and when not to, was successful. Ma et al. [101] have used AI not just to provide
decisions but also to promote human reflection and discussion during AI-assisted decision-making
to prevent over-reliance.
There are a number of examples of human-AI collaboration towards decision-making [126],

gameplay [6], qualitative analysis [52], User Experience research [46], content moderation [92],
and peer support [139]. Further, Human-AI collaboration has been explored in a number of dif-
ferent fields, such as medicine [20, 126, 132], software engineering [19], security, education, and
accessibility [147].
One important area for human-AI collaboration is hate speech detection; both because the

volume of hate speech on the internet is beyond that which a human could handle [2], and because
fully automated hate speech detection methods can miss out on important nuances in language
and context [59]. For instance, Oliva et al. [117], Kim et al. [84] and Dias Oliva et al. [39] have
demonstrated how automated content moderation systems can be biased against marginalized
communities by flagging their content as toxic more often. Additionally, hate speech judgements
can be inherently subjective [59], evidenced by the high disagreement rates when humans annotate
datasets for toxic content [4, 43, 151, 153] to be used in classification systems. Therefore, in these
decision-making scenarios where there is no ground-truth, the AI system could suggest multiple
arguments from different perspectives for the human counterpart to make a final decision [93].
In fact, LLMs are being increasingly used to as part of content moderation systems [75]. Hence,
the opportunity here is to combine human and AI efforts to achieve complementary performance
[10, 40, 67, 121].

2.2 Explainable AI
To support this successful Human-AI collaboration, the field of Explainable AI (XAI) has been
gaining attention and relevance both in academia and in industry settings. The core problem
XAI tackles is how to make AI systems and outputs understandable to end-users who need to
interact with them, supporting the development of an accurate mental model of AI capabilities
[1, 33, 37, 105, 148].
In fact, it might come as a surprise, but Eiband et al. [44] found not only that AI recommenda-

tions accompanied by explanations generate more trust in human decision-makers, but that even
placebo explanations have the same effect. Similarly, in medical settings, Panigutti et al. [119] also
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found humans preferred recommendations from an automated system to be accompanied by an
explanation to justify it, preferably in natural language.
As explanations are often preferred to be in natural language, researchers have been exploring

using LLMs to generate these explanations. For example, Balog et al. [7] demonstrated LLM-
generated explanations for recommender systems have an influence on human decision-makers.
Feng et al. [48] explored how LLM-based agents can effectively collaborate with humans on complex
tasks, generating both their next action and a rationale for it. Further, Danry et al. [34] experimented
with GPT-3 and suggests that AI-generated explanations and AI-framed questions could instigate
human critical thinking. Interestingly, Wiegreffe et al. [154] compared crowd-sourced and GPT-3
authored explanations to justify classification decisions and found that humans preferred the
LLM-generated ones. Past work by Ferguson et al. [50] has also shown how an LLM’s output can
influence how a human will write their final decision in text format.
However, when discussing LLMs, it is not possible not ignore evidence that these systems can

mirror and reproduce existing social biases and stereotypes found in society [18, 25, 38], including
gender biases [87]. Thus, this area of research requires more exploration and attention to understand
how to apply LLMs for human-AI collaboration.

2.2.1 Modality. Another choice required when designing AI decisions is the modality of the
explanation, with text (natural language) and graphic formats being the most commonly explored
in XAI research currently, but little is known about the use of audio [79, 127]. For example, research
by Van Berkel et al. [146] indicates that text-based explanations are often regarded as more equitable
than visual explanations, as they lead to better user performance. Conversely, Szymanski et al.
[143] suggest that while lay users favor concise visual explanations due to their potential to counter
cognitive bias, these explanations require a certain level of expertise for complete comprehension.
It is also possible to borrow from research related to Conversational Agents, considering it might
be expected that audio will create a personal connection with the user and can be more engaging
when compared to text [86]. On the other hand, in some instances, audio modality might require a
higher cognitive effort in the interaction [130]. Ultimately, Schuller et al. [134]’s work on sonified
XAI highlights the potential of AI-generated audio explanations as a “novel problem” to be explored
in the field with many questions still to be answered.

2.3 Explanation Perception and Evaluation
With the wide variety of different forms of explanations, researchers have started exploring ways
to evaluate AI explanations [16, 74, 126], from automated measures based on required properties
[69, 129], to human-centric evaluations of how people perform on decision-making tasks using
these explanations [16, 80, 127, 132, 149].
Additionally, explanations are evaluated through subjective measures, often using scales [16,

20, 70, 74, 89, 111, 132], such as humanness [31], and credibility [127], often comparing these scale
measures for different types of explanations. For example,Wiegreffe et al. [154] found that subjective
acceptability of AI explanations is correlated with explanation characteristics such as grammar
and factuality. However, perhaps the most common metrics are relevance [69, 89, 129, 132, 149],
convincingness [20, 70, 118], and trustworthiness [51, 63, 76, 90, 91, 127, 161, 162].

2.3.1 Relevance. Hendricks et al. [69] found that explanations rated as relevant are more useful to
humans in objective visual recognition tasks, and Schaekermann et al. [132] showed that relevant
explanations improve the accuracy of human-AI collaborative decision-making, particularly in
subjective cases, such as ours.

In past work, relevance was measured by whether random arguments were added [132], whether
the explanation reflects the content of an image [69], or whether an explanation was helpful
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to the end user [89]. Even when relevance is not explicitly measured, it can be implied as an
important characteristic, as many XAI systems are designed to filter out irrelevant content from
the explanation [132].

Despite this importance, little is known about the characteristics of explanations that make them
relevant. Russell et al. [129] found that counterfactual explanations are described as more relevant
and preferred to non-counterfactual ones, and some studies conclude that the relevance can depend
on the audience [62] and the context of use [9].

2.3.2 Convincingness. Research states that explanations need to be convincing in order to en-
able groups to come to a decision in collaborative settings, mimicking human deliberation [131].
Explanations that are not convincing would not be considered by the decision-maker at all.
Correspondingly, whether an explanation is convincing is often measured based on whether

a user is convinced to take an action, e.g., whether the explanation prompts a user to review a
medical case [132], to accept the AI classification [69], or to buy a recommended product [70].

While convincingness itself is not often a part of subjective evaluations, in the past, participants
were asked, for example, to rate whether an explanation helped them [16] or was useful [74].
Importantly, overly convincing explanations pose a risk, as AI-generated content is not always
correct and should not be blindly followed [149, 156, 161].

Past work provides little understanding of which characteristics make an explanation convincing,
showing only that convincing explanations are the ones that explain why a classification is A and
not B [20] and that convincing explanations are explainable themselves [123].

2.3.3 Trustworthiness. Trust greatly influences system adoption in collaborative decision-making
(trust-dependant behavior [95]), and the role of perceived trustworthiness in AI explanations has
been actively explored [8, 51, 63, 73, 162]. Bansal et. al [10] demonstrated that showing explanations
next to AI recommendations increased humans’ trust in the system even when the AI output
was wrong, thus, inherently breaking the goal of complementary performance with over-reliance.
Correspondingly, Zhang et al [161] suggest that it is necessary to “calibrate trust in AI” [156] to
help end-users decide when they should trust the model, which differs from “enhancing trust in AI”.
Additionally, Wang and Yin [150] has found that changing AI explanations influence subjective
trust in the explanation.
While multiple factors are known to influence human trust in automation [73], little is known

about which explanation characteristics impact perceived trustworthiness.

2.3.4 Authorship. Additionally, there is evidence that perceived authorship of explanations might
impact perceptions of explanations. For example, Kunkel et al. [91] described how personal movie
recommendations written by humans tend to be perceived as more complex and trustworthy than
outputs written by a system. Additionally, even subtle visual cues to convey the author’s expertise
on the domain were shown to enhance users’ trust [90]. Jakesch et al. [76] showed that when faced
with a mix of human and AI-generated recommendations, humans will mistrust the AI-authored
ones more, whether they know or simply suspect that a system wrote it. Further, Ashktorab et al.
[6] found that in playing a game, when participants thought they were playing with a human
rather than an AI, they rated their companions as more likeable, intelligent, creative and had more
rapport, although there was no difference in performance.
An important caveat in these studies of perception is that humans are notoriously bad at iden-

tifying content written by AI. Studies have applied customized variations of the Turing Test to
evaluate human capabilities to detect AI-generated content in various formats such as poetry
[85] and self-identification texts [77], consistently showing that humans are bad at detecting the
difference — the accuracy rate being comparable to a chance [31, 76]. This could be caused by LLM’s
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ability to generate human-like characteristics. For example, Sharma et al. [140] show that LLMs
can be trained to produce human-like attributes such as agency, consisting of intention, motivation,
self-efficacy, and self-regulation. However flawed human’s perceptions of AI are, these perceptions
can be expected to affect how human decision-makers receive, and later act on, an AI-generated
recommendation.

2.3.5 Comparison. Lastly, research has also shown how the similarity between AI explanations
and humans’ beliefs, values, or cognitive processes can influence how the explanation is perceived
[26, 49, 106]. For example, Chen et al. [26] described how complementary human-AI performance
depends on how well the AI explanation fits into the human’s intuition, and Miller [106] argues
that current explanation design does not take into account the cognitive processes humans follow
when making decisions. Miller [106] instead recommends an AI which provides evidence, instead of
recommendations. Further, Fok and Weld [54] describe how many human-AI collaborative systems
fail to reach complementary performance because the explanations do not provide information to
the human in a way which allows them to verify the AI recommendation.
To summarize, whether human-AI collaboration results in complementary performance often

depends on the human decision-maker’s perception and evaluation of the AI explanation. While
previous work recognized the importance of subjective perceptions of AI explanations and explored
different ways to measure these perceptions as outlined above, there is still little understanding
of which specific characteristics of an explanation make it acceptable to humans in a collabora-
tive decision-making setting. Our work aims to contribute to the design of AI explanations by
investigating the interplay of explanation characteristics, explanation modality, and perceptions of
relevancy, convincingness and trustworthiness.

3 METHOD
To investigate which characteristics of verbal explanations affect their perceived authorship, rele-
vance, convincingness, and trustworthiness, we designed an interview-based study where partici-
pants were presented with scenario-explanation pairs. We chose interviews as a research method
to probe participants on their rationale, resulting in more in-depth responses relating to the specific
features of the explanation that lead to a specific perception. For example, we regularly had to
ask participants to further explain what they meant by “structure”, or to specify which aspects
of the sentences influenced their decisions. This is supported by past work, which shows that
surveys or unmoderated studies rarely contain participants’ rationale for making a decision [71].
The study design was approved by the institution’s research ethics board (Ethics ID number 41256).
This section describes the dataset creation, study procedure, and participants, followed by the data
analysis process.

3.1 Explanation Dataset
We first created a dataset of subtle sexism scenarios, each accompanied by a human- and AI-
generated explanation text. To collect naturally occurring subtle sexism discussions, three re-
searchers searched online platforms using search terms “subtle sexism”, “everyday sexism”, “Why
is this sexist?”, “Is this sexist?”, etc. We then followed a tree search through related posts on the
identified pages. As we required both the scenario and the human explanation, we searched for
scenarios that were coupled with an interpretation or explanation of why the scenario was or was
not sexist. We excluded scenarios that contained explicit language. The scenario descriptions were
decoupled from the explanation or interpretation to create two separate datasets. The scenario
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dataset contained 117 examples: 83 from Reddit1, 40 from The Everyday Sexism Project2, and five
from Twitter (X)3. The final human explanation dataset contained 128 explanations (some scenarios
having more than one interpretation).
We then used GPT-3 (the state-of-the-art available at the time of data collection) to generate

explanation-format text for each scenario, similar to Wiegreffe et al. [154], simulating the last stage
in a complete XAI system. We used the question-answer feature with no fine-tuning (due to GPT-3’s
capability in zero-shot learning [15]). We used a basic question-and-answer prompting technique
to produce “baseline” LLM-generated explanations, without prompting the model to produce any
specific explanation characteristics. We used Python scripts with OpenAI’s Completion API to
obtain the explanations, keeping all default parameters, with the exception of the max_token
length, which we increased to 240 words to prevent cut-off explanations. Due to the nature of the
probabilistic generation of LLMs, GPT-3 did not always generate the same quality of responses.
Hence, we generated explanations from each scenario three times. We used the following input:

Input: Q: Is this sexist: “{{scenario}}” Why or why not?
Output (example): No, it’s not sexist. It’s true. Because the overall social contract
between men and women is different.

The final AI explanation dataset contained 351 data points (117 scenarios × 3 generations). We
then chose eight scenario-explanation pairs (four with human-generated explanations and four with
AI-generated explanation text) based on the following criteria: 1) the scenario had a corresponding
coherent explanation text. 2) We attempted to balance the argumentative stance (i.e. sexist vs. not
sexist)—however, due to the nature of our data collection, we still see an overrepresentation of “it
is sexist” argumentation, as humans are unlikely to take the time to post a scenario on a discussion
site if they found it non-sexist. 3) The scenario-explanation pair is no longer than five sentences –
for participants’ convenience. We chose to use eight scenarios in order to balance the length of the
interview while also covering enough different scenarios to pull on various participant beliefs and
values. Full scenarios and explanations are excluded from this paper to protect the original poster’s
privacy, though examples are shown in Table 14. To explore the effects of modality, we created
two versions of the interview protocol: in each version, the participant was provided half of the
explanations in text, and the other half in audio. Those explanations provided in text in version
one were provided in audio in version two. To create the audio version of the explanations, we
used the Google Speech-to-Text program, with the ‘en-US-Wavenet-F’ voice (a relatively neutral
tone that was not identical to popular conversational assistants). We inputted the entire human or
AI-generated explanation into the Speech-to-Text program, without any edits. Thus, the text and
audio versions of the explanation were identical in wording.

1https://www.reddit.com/
2https://everydaysexism.com/
3https://twitter.com/home
4The online hate speech detection community recommends against publishing entire posts from the internet as they could
be re-identified. However, we still presented the scenario and explanation as phrased online to participants as we were
interested in the exact characteristics of the explanation that led to different perceptions, and did not want this to be
influenced by our paraphrasing.
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Table 1. Paraphrased scenarios and explanations used in the interview study. All scenarios and human
explanations are paraphrased to protect the privacy of the human poster. AI explanations are verbatim.
H=Human-authored, AI = AI-authored.

Scenario Explanation Author
A scenario describing a professional setting
where a man refers to a fully grown woman
as a girl.

An explanation suggesting that it drives the individual
insane, because someone would not do the same thing
to a man.

H

A scenario describing guys blaming every-
thing on women’s "biology".

It is sexist. It’s a way of undermining women by re-
ducing their capabilities as human beings to nothing
more than their physical features. It’s a way of saying
that women have no control over their behavior. It’s
insulting. And it’s not helping.

AI

A scenario describing using "guys" to address
or describe a mixed-gender group

No, it isn’t sexist. The word ’guys’ is not a gendered
word. It is not sexist.

AI

3.2 Participants
We recruited 20 participants (P1–20; 10 women, 9 men, 1 non-binary) by snowball sampling through
the researchers’ network. During this sampling process, we aimed to recruit participants balancing
different genders, ages, and levels of experience with/understanding of AI technologies. In each
interview, we asked participants if they knew anyone else who had different levels of experience
with AI who would be interested in completing an interview. For example, some participants
recruited colleagues from other departments, or classmates from other university programs. In
this recruitment process, we shared that the study aimed to collect perceptions of human and AI
explanations of subtle sexism scenarios—participants were told of the nature of the study before
committing. Table 2 displays the demographic information for each participant. Participants were
aged between 20 and 56 (𝑀 = 30), and their occupations spanned a variety of roles from students
to company executives, both within AI (e.g., data scientists) and outside of it (e.g., visual effects
artist). In terms of experience with AI-generated audio, four participants said they never used
conversational agents, while 11 said that they always use them. Chatbots, or text-based AI tools,
were used less often, with 13 participants saying they were only used sometimes. Most participants
(11) had some knowledge of AI from the news or pop culture, while seven had academic or technical
knowledge of AI, and two had little to no experience or exposure.

3.3 Procedure
We invited each participant to an hour-long interview session on Zoom. Interviews were conducted
by the first two authors. Initially, a pilot interview was conducted with both authors to identify
any challenges with the setup of the decision-making context and flow between portions of the
interview. For the first third of the interviews conducted, both researchers were present, with one
leading the interview and the other asking follow-up questions where appropriate. The remainder
of the interviews were conducted by one of the two researchers. Both of these authors have formal
training and multiple years of experience conducting interviews as a research method. Having
a consistent set of interview questions and conducting the initial interviews together reduced
discrepancies between the data collected by each interviewer.

We began with questions on demographics and the participants’ familiarity with AI technology,
which they described by mentioning various recent advances, e.g., DALL-E1, Miquela2, Netflix

1https://openai.com/dall-e-2
2https://www.instagram.com/lilmiquela/
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Table 2. Profile of participants in the study

Participant
Number

Age Gender Role Use of
Voice As-
sistants

Use of
Chatbots

Knowledge of AI

P1 35 Man Production
Coordina-
tor

Rarely Sometimes Some knowledge (news and pop cul-
ture)

P2 34 Man Engineer Never Sometimes Some knowledge (news and pop cul-
ture)

P3 26 Woman Product De-
signer

Always Sometimes Some knowledge (news and pop cul-
ture)

P4 25 Woman Product
Marketing
Manager

Never Sometimes Academic or technical knowledge

P5 25 Woman Graduate
Student

Always Sometimes Some knowledge (news and pop cul-
ture)

P6 27 Man Network
Security
Developer

Aways Sometimes Academic or technical knowledge

P7 25 Man Data Scien-
tist

Sometimes Sometimes Academic or technical knowledge

P8 31 Non-
binary

Product
Manager

Always Often Some knowledge (news and pop cul-
ture)

P9 24 Woman Student Always Sometimes Some knowledge (news and pop cul-
ture)

P10 36 Woman Graphic De-
signer

Never Never Some knowledge (news and pop cul-
ture)

P11 28 Man Visual Ef-
fects Artist

Always Sometimes Some knowledge (news and pop cul-
ture)

P12 38 Woman Student Always Sometimes Some knowledge (news and pop cul-
ture)

P13 29 Woman Digital
Strategist

Rarely Never Some knowledge (news and pop cul-
ture)

P14 36 Man Head of De-
sign

Always Sometimes Academic or technical knowledge

P15 37 Man Strategy
Lead

Always Rarely Some knowledge (news and pop cul-
ture)

P16 21 Man Student Always Sometimes Academic or technical knowledge
P17 21 Woman Student Never Never Little to no knowledge
P18 20 Man Student Sometimes Sometimes Academic or technical knowledge
P19 25 Woman Product

Manager
Sometimes Sometimes Academic or technical knowledge

P20 56 Woman Retired Always Never Little to no knowledge

documentaries3, biases in AI models, the debate regarding Google’s LaMDA’s sentience4. We then
provided instructions, explaining the format of the rest of the study, and describing the context of
subtle sexism through an example. This example explained that the participants were responsible
for deciding whether a scenario was sexist or not, and they were provided with a perspective on
this scenario from either a human counterpart or AI. In making this decision, they are asked to

3https://www.netflix.com/ca/title/81254224
4https://www.scientificamerican.com/article/google-engineer-claims-ai-chatbot-is-sentient-why-that-matters/
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consider whether they perceived that provided perspective as relevant, convincing, and trustworthy.
Each evaluation characteristic—relevance, convincingness, and trustworthiness—was defined to
participants at the beginning of the study using Webster’s dictionary definitions, and we would
repeat the definition at any time the participant requested.
Next, participants were presented with eight scenario-explanation pairs (in three cases, par-

ticipants chose to skip a scenario), four human-authored and four AI-authored explanations. All
scenarios were provided in text; each explanation was provided in text to half of the participants
and in audio to the other half (i.e., a between-subjects experiment). For each scenario-explanation
pair, we asked (1) whether a participant thought the explanation was authored by a human or
an AI model, and why; (2) how relevant the explanation was, and why; (3) how convincing the
explanation was, and why; (4) how trustworthy the explanation was, and why. Participants were
encouraged to identify any words, phrases, or other elements of the explanation that contributed
to their perception. Participants were able to re-read or re-listen to scenarios/explanations at any
time up until the end of the interview. Interviews lasted an average of one hour, with few taking
slightly longer, and few participants completing all scenarios in under one hour.
Each session concluded with debrief questions on the participants’ overall experience and

how the perceived author and explanation modality influenced their evaluation. We continued
interviews until we had begun to reach saturation, and participants were no longer bringing up
new explanation characteristics that we had not heard yet.

3.4 Data Analysis

Table 3. Table of high-level codes used in the study with definitions. Full codebook included in Appendix A

Characteristic Definition

Tone
Emotionality Level of emotion present in an explanation
Formality Level of formality (or conversationality) present in an

explanation
Neutrality How much an explanation argues for a distinct opin-

ion or remains neutral
Length The length of the explanation

Grammatical
Elements

Grammar Specific grammatical choices or adherence to gram-
matic principles

Pronoun Type The type of pronoun (personal or impersonal) used
in the explanation

Argumentative
Sophistication

Source of Argument Where the main argument is sourced from (defini-
tions, outcome, examples, etc.)

Argument Structure How the explanation is structured in terms of an ex-
plicit, direct, or complete structure

Relation to Scenario How much the explanation relates to the scenario
Context Consideration Whether the explanation shows some contextual un-

derstanding, generalizing the scenario to a broader
societal context

Relation Relation to User Whether the explanation matches the user’s personal
opinions and experiences

All 20 interviews were anonymized and transcribed using the Rev4 platform. Following the
qualitative thematic analysis process [14], two researchers went through two rounds of initial
open coding. First, three interviews were randomly chosen from the sample and independently
open-coded by both researchers. Then, codes were consolidated and reorganized, resulting in the
4https://www.rev.com/
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first iteration of the coding scheme, with separate schemes for the perception of authorship and the
assessment of relevance, convincingness, and trustworthiness, respectively. Three more randomly
chosen interviews were again independently coded by two researchers using this coding scheme,
new codes were added and modifications were made until the scheme contained all identified open
codes. Iterations of this process led to the realization that each of the four separate schemes (author,
relevant, convincing, and trustworthy) had begun to merge—participants brought up the same
explanation characteristics when explaining their perceptions. The coding schemes were merged
into the final coding scheme (high-level codes shown in Table 3, entire codebook in Appendix
A Table 7). Four randomly chosen interviews were coded by both researchers and once again
arbitrated for a final consistency check; the remaining 16 interviews were distributed equally
among the two researchers for full analysis.

We then conducted Wilcoxon signed-rank tests [158] to compare the achieved accuracy of author
assessment (Human vs. AI) by modality and explanation characteristic (when a characteristic was
perceived in the explanation vs. when it was not). We report on the statistically significant values
in the result section.

4 RESULTS
Our qualitative analysis identified four major categories of explanation characteristics mentioned
by participants when assessing the relevance, convincingness, trustworthiness, and authorship
of explanations – Tone, Grammatical Elements, Argumentative Sophistication and Relation to User
(Table 7). In this section, we describe how these affect the perception of its relevance, convincingness,
and trustworthiness (RQ1) and the explanation authorship (RQ2), and discuss how each of these
findings relates to previous work.

[P] denotes a participant; [H] – perceived human authorship; [AI] – perceived AI authorship. If
[H] or [AI] is not listed, the quote was gathered at the time of debriefing and not directly related to
the authorship assessment.

4.1 RQ1: Which explanation characteristics affect its assessment as relevant,
convincing, and trustworthy? Does this differ by perceived author?

We discuss the effects of the explanation characteristics on its evaluation and compare the effects
across perceived authorship (Table 4) and explanation modality (Table 5). We found that charac-
teristics under Grammatical Elements did not affect the evaluation of the explanation in terms
of relevance, convincingness and trustworthiness (and thus were omitted in Tables 4 and 5). In
contrast, we saw that the Relation to User characteristics played a strongly positive role across
conditions, while the effects of Tone and Argumentative Sophistication varied between perceived
authorship, explanation modality, and evaluation category. We begin with the characteristics that
affect relevance, convincingness, and trustworthiness differently for differing authors and modali-
ties, and conclude with the characteristics believed to be beneficial across authors, modalities, and
evaluations.

4.1.1 Relevant. Participants rated how relevant the explanation was to the scenario described and
the question at hand (whether the scenario was sexist). In general, participants spoke to features
present in the explanation when discussing relevance, more often than the tone of the explanation.
Participants focused on the content of explanations, comparing this to the content of the scenario.
This perception varied based on the perceived author: human explanations were relevant when
neutral, direct, and containing examples, while AI explanations were relevant when they contained
definitions and facts.
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Table 4. Summary of characteristics and direction used to evaluate explanations, by perceived authorship.
H = explanation perceived to be written by a human, AI = explanation perceived to be written by an AI.
Characteristics that positively impact the evaluation are marked with a "+" in red, negative impacts are
marked with a "-" in blue, and characteristics with both positive and negative impacts are marked with "+/-"
in purple. Numbers represents the number of instances when a characteristic was discussed in the noted
direction. Note: Grammatical Elements were not commonly used in the evaluation of explanations and thus
are not in this table.

Relevant Convincing Trustworthy
Characteristic H AI H AI H AI

Emotional +/- 3/4 - 6Emotionality Logical + 2
Formal/AcademicFormality Informal/ Conver-
sational

+ 2

Neutral + 2 + 3 - 2 + 2 - 2

To
ne

Neutrality
Defensive - 3
Ambivalent/ Con-
tradictory
Definition + 2 - 3 + 2 + 2
Outcome + 3

External + 2 + 5 + 2 + 6 + 3
Personal Ex-
perience

+ 6 + 2 +/- 4/3 +/- 2/2
Example

Counterfactual+ 8 + 2
Opinion - 2 - 5
Authority
Fact/Proof + 2 + 8 + 4 + 7 + 5

Online Con-
tent

Source of Argument

Similarity Humans
Formality

Direct + 2Directness VerboseArgument Structure

Completeness Completeness
of Argument
Considera-
tion

+ 6 + 3 + 5 + 5 + 7 + 4

Relation
to Sce-
nario

Relation to Sce-
nario

+ 16 + 15 + 7 + 3 + 4 + 6

A
rg
um

en
ta
ti
ve

So
ph

is
ti
ca
ti
on

Context Consideration Contextual Under-
standing

+ 2 + 3 + 2 + 2 + 7 + 3

R
el
at
io
n Relation to User Alignment with

Personal Experi-
ence

+ 4 + 2 + 7 + 4 + 4 + 4

Alignment with
Personal Stance

+ 9 + 10 + 5 + 10 + 6

Participants described that perceived human-authored, neutral-toned explanations (i.e. the
explanation does not argue strongly for one side) were relevant:

“[relevance] I personally like the nuance, it is able to hit the two possible explana-
tions for the behaviour at once..” [P2; H]

Humans using counterfactual examples that described how an outcome would be different if the
scenario were different in some way were identified as highly relevant to the scenario:

“It’s directly responding to the scenario and kind of flipping it and reversing...It wants
you to consider the foil to that scenario...it’s very relevant, and they’re very con-
nected” [P9; H]

Participants seemed to see the relevance of human-authored explanations when they were direct,
as perhaps verbose explanations would stray from the scenario.

“It is getting to the point of why I would think the scenario is sexist...So that’s why I
think relevance is there.” [P12; H]
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Table 5. Summary of characteristics and direction used to evaluate explanations, by modality. Characteristics
described to positively impact the evaluation are marked with a "+" in red, negative impacts are marked with
a "-" in blue, and characteristics with both positive and negative impacts are marked with a "+/-" in purple.
Numbers represent the number of instances when a characteristic was discussed in the noted direction. Note
that the theme Grammatical Elements was not commonly used in the evaluation of explanations and is thus
not in this table.

Relevant Convincing Trustworthy
Characteristic Text Audio Text Audio Text Audio

Emotional +/- 2/2 +/- 2/2 +/- 2/6 - 4Emotionality Logical + 2 + 2
Formal/ AcademicFormality Informal/ Conver-
sational

+ 2

Neutral - 2 + 2 +/- 2/2
Defensive - 2

To
ne

Neutrality
Ambivalent/ Con-
tradictory
Definition - 2 + 2 + 2 + 2
Outcome + 2 + 2

External + 3 + 4 + 4 + 4 + 3
Personal Ex-
perience

+ 2 +/- 3/2 + 6 +/- 3/2 +/- 5/3
Example

Counterfactual+ 5 + 2 + 2 + 2 + 2
Opinion - 2 - 5 - 2
Authority + 2
Fact/Proof + 7 + 7 + 9 + 8

Online Con-
tent

Source of Argument

Similarity Humans
Formality

Direct + 2Directness VerboseArgument Structure

Completeness Completeness
of Argument
Considera-
tion

+ 7 + 3 + 5 + 8 + 8 + 7

Relation
to Sce-
nario

Relation to Sce-
nario

+ 17 + 15 + 3 + 6 + 7 + 3

A
rg
um

en
ta
ti
ve

So
ph

is
ti
ca
ti
on

Context Consideration Contextual Under-
standing

+ 3 + 3 + 2 + 4 + 5 + 5

R
el
at
io
n Relation to User Alignment with

Personal Experi-
ence

+ 5 + 8 + 5 + 3 + 6

Alignment with
Personal Stance

+ 7 + 7 + 13 + 7 + 10 + 13

Facts and definitions, while believed to be AI-generated, were also identified as relevant as they
corresponded directly to the terms used in the scenario:

“[relevance] They define what the term is and [why] they think it’s important...”[P4;
AI]

4.1.2 Convincing. Participants provided a variety of characteristics which influenced how con-
vinced they were by an explanation. Both the tone of the explanation and the argumentative
sophistication played a role in its ability to convince. The presence of external or personal ex-
amples and facts/proof were convincing regardless of the author they came from. Participants
also described characteristics as convincing only when written by a human, such as a neutral
tone or counterfactual examples. Similarly, a logical tone was only convincing when AI-generated.
Convincingness varied across modalities, with neutral text explanations seeming less convincing
and neutral audio explanations more convincing.

Across perceived human and AI-generated explanations, facts and external examples helped to
convince participants:
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“In order to really convince completely, then I’d say some data and peer review
studies and whatnot could add to that.” [P2; H]

Personal experiences were also convincing across authors, even though participants often attrib-
uted these experiences to humans:

“If I was in a conversation and there was a human woman saying this in rebuttal,
and I would say [it is convincing] because it’s someone who’s speaking from lived
experience. So if I’m leaning on the train of this is human, then...it’s very convincing”
[P15; H]

An emotional tone was only attributed to humans, and it had mixed effects on how convincing
the explanation was perceived to be:

“I think when you use the feelings that [it] evoke[s]...is more appealing to people. So I
think it’s convincing” [P10; H] VS. “[convincingness] I had a moment of doubt as to
whether there was some overreaction in the explanation. ” [P9; H]

Though the opposite of an emotional tone — a logical one — was determined to be convincing to
participants when AI-authored:

“[convincingness] it’s a very rational explanation...It kind of feels like there is
some...emotional distance when they’re explaining it because they’re wanting you
to...take on a more rational stance” [P9; AI]

A neutral (impartial) tone was seen as convincing when thought to come from humans, as this
might display nuanced thinking, but less convincing if perceived as AI-authored:

“It would be convincing...[because] it starts out with, ‘it might be used in a different
context now’. So it’s trying to be very unbiased” [P7; H] VS “...It’s more like trying
to be more understanding, which is also why it’s throwing me off. It’s kind of trying
to be neutral instead of picking one either side.” [P5; AI].

Modality also played a role in the perception of a neutral tone — it was less convincing in text
form, and more in audio form.
It was also uniquely human for definitions and opinions to be perceived as unconvincing;

participants looked for facts or personal experiences as convincing arguments:
“[convingcingness]...in my belief, the origin of the word doesn’t really have anything
to do with certainly my perception of hysterical.” [P20; H]

Compounding this effect, explanations containing definitions and displayed in text form were
especially unconvincing.

4.1.3 Trustworthy. Participants used similar explanation characteristics when describing trust-
worthiness as they did convincingness. Participants shared that the tone of the explanation and
the source of the argument played the largest role in whether it was perceived as trustworthy.
The effect of definitions (positive), external examples (positive), personal experience (mixed) and
fact/proof (positive) did not differ across authors. Neutral tones were only trustworthy for humans
and decidedly untrustworthy if believed to be AI-generated, and several characteristics were only
discussed in terms of human-authored explanations.

Across authors, definitions were perceived as trustworthy due to their source (the dictionary):
“I would actually give it five out of five for trustworthy. Predominantly because it is
pulling it from the dictionary” [P13; H]

Similarly, external examples and facts/proof were seen as trustworthy regardless of author.
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“...there’s no facts, no data I can rely on ... you’re presenting something new. So
that’s why I don’t think it’s...trustworthy, no data, no facts, nothing pointing to a
reference or whatever.” [P8;AI]

Participants hadmixed reactions to seeing personal experiences in explanations, in both perceived
human and perceived AI explanations. Some participants explained how personal experiences
relate to an innate sense of being able to trust someone:

“because it seems like it doesn’t come only from academic experience but also from
personal experience firsthand. So ...it appeals to our senses to trust one that can
handle both” [P10; H]

However, they also noted that combining these personal experiences with more objective facts
or definitions can add to the credibility, and this is especially important when perceived to come
from AI:

“...I don’t wanna discount another human’s experience because that could be
their subjective truth. Doesn’t mean I have to accept that, but ... I can envision
how that would show up for someone in their life...When it’s AI...I receive that
information a bit differently...I probably don’t ascribe as much trust to it...I want to
take one additional step to validate it before I give it more credibility.” [P15; H]

Other characteristics only affected human explanations, such as informal, defensive, or emotional
tones. Informal tones had a positive effect on trustworthiness, while defensive tones had a negative
effect. An emotional tone in perceived human-authored explanations had negative effects on the
perceived trustworthiness (more so in an audio condition):

“I think for most people, as soon as they hear something emotional that upsets them,
it automatically...gives you less trustworthiness [because] it makes you seem more
biased...” [P7; H]

Similarly to the assessment of convincingness, a neutral tone was only perceived as trustworthy
when believed to come from humans, as it would indicate an unbiased view on the topic, while
AI-generated explanations were perceived as contradicting themselves:

“they’re contradicting themselves and [it] impacts your trust” [P13; AI].
Also when explanations were perceived to be human-authored, the use of opinions had a negative

effect on the perceived trustworthiness:
“From my perspective, it’s just an opinion. So you can’t necessarily trust it 100%” [P7;
H]

The only characteristic with a unique effect on AI-generated explanations was referencing
outcomes as the source of argument, which increased perceptions of trustworthiness.

4.1.4 All Assessments. A number of characteristics were described as having a positive impact
across authors, modalities, and evaluations (relevance, convincingness, and trustworthiness).
Three characteristics under Argumentative Sophistication that were commonly brought up—

completeness of argument consideration, contextual understanding, and relation to the scenario—
had a positive effect on relevance, convincingness, and trustworthiness:

“I don’t think it’s a convincing argument. It’s a statement, but I’m not sure that it has
enough breadth or depth to it to be convincing to really drive that point home.” [P7;
AI]
“[trustworthiness] the person or AI that said it has potential because it is already
trying to notice the nuances and if there are allies or not. So it givesme the impression
that the person understands what they’re talking about...” [P10; H]
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“Yeah, it’s completely addressing the prompt that it’s being given out, but it’s not
necessarily doing so in a way that...connects to it properly. It sort of has its own
prompt within... their own thought of that topic...” [P7; H]

Our findings show that the closer an explanation relates to the participant’s own experience
and opinions, the more it affects their assessment of this explanation as relevant, convincing, and
trustworthy across perceived authorship and modalities:

“I trust it. I think I build trust based onmy own experiences and situations around
me. And I’ve seen this type of thing play out. ” [P19; AI]
“[trustworthiness] it’s also in line with my personal understanding. Your gender
doesn’t define who you are or what you wanna work on.” [P3; AI]

We also note that many, though not all, of the same explanation characteristics influenced
perceptions of convincingness and trustworthiness. As shown in Table 4, the effect of external
examples and facts/proof were the same across convincing and trustworthy. While we defined
each term for participants and repeated these definitions throughout the study, some participants
stated that these two assessments were related; they were convinced only if they found something
trustworthy:

“I think trust... [and] convincing kind of go hand in hand directly. And because I
found it convincing, I think I would trust it a lot.” [P9; H]

Despite this similarity, we found that participants would repeat elements of the definitions of
convincing and trustworthy in their responses, suggesting they understood them as two separate
constructs. In this example, the dictionary definition of trustworthy included “reliable and true”:

“Trustworthy? Yeah. I mean it is based on someone’s opinion...So is it reliable? Yes,
it’s reliable. Is it true? I don’t know because in this explanation you have to think
for yourself...” [P8; H]

While some explanation characteristics affect convincing and trustworthy perceptions similarly,
differences have emerged in this work which can be further teased apart in future work.

4.1.5 Summary and Contextualization. Our findings provide the first classification of character-
istics that affect the perception of explanations for collaborative decision-making. Notably, we
find that within all three evaluation categories (relevant, convincing, trustworthy), the effect of
explanation characteristics varies, and the perception of the explanation author affects this percep-
tion. We extend past work that describes that explanations should be relevant [16] by outlining the
specific characteristics affecting the perception of relevance in this context. We identify many new
relationships between explanation characteristics and perceptions not yet identified in past work
and confirm other relationships. We confirm that counterfactual-style explanations are perceived as
convincing [20], but not trustworthy [149] and that the author plays a role in the trustworthiness
of an explanation [65, 88]. We extend this further to describe how the author affects how some,
but not all, explanation characteristics are perceived, further motivating our second research ques-
tion. Some of our findings contradict past work, highlighting context’s importance in subjective
decision-making. We did not find that an ambivalent tone influenced perceptions of trustworthiness,
contrary to Schaekermann et al. [132]. We identified more nuance within the effect of personal
explanations on trustworthiness, building on Kunkel et al. [91] that they are trustworthy, but more
so when accompanied by a fact-based argument.

4.2 RQ2: Which explanation characteristics do people use to predict the authorship?
As hypothesized, we found that the perception of relevance, convincingness, and trustworthiness
of explanations does depend on the perceived authorship. Thus, we now present patterns in how
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participants used explanation characteristics to explain the perceived authorship of an explanation,
their difficulties in identifying authorship, and conclude by discussing findings in the context of
previous literature. Notably, participants predominantly identified positive (if A then B) rather than
negative (if A then not B) characteristics (Table 6). There were a number of characteristics that
clearly distinguish human and AI explanations for our participants—for example, emotional tones
in human explanations versus logical tones in AI examples, and the use of personal experiences by
humans versus facts by AI. We first describe these opposite characteristics, and then comment on
the characteristics that were more contradictory—ascribed to both human and AI authorship.

4.2.1 Human. We outline the explanation characteristics (Tone, Grammatical Elements, Argu-
mentative Sophistication, and Relation) that participants used when describing the authorship of
explanations. All four types of characteristics were used frequently. Broadly, human explana-
tions were described as sounding emotional and informal, having poor grammar/structure, and
demonstrating a broad contextual understanding and a personal connection to scenarios.
Explanations thought to come from humans were described as containing an emotional and

informal tone, as opposed to logical and formal tones. Participants recognized tone characteristics
through word choices that were perceived to express a more detached view (logical tone) or a more
personal or passionate position (emotional tone). This was true across modalities, and the rationale
was predominantly related to vocabulary choices (content) rather than voice inflection (delivery).

“I would expect a machine to be a little more robotic and not use very extreme words
[like] ‘driving me insane’ or ‘ridiculous’.” [P13; H]

In terms of neutrality of tone, humans were described as either being defensive (e.g., strongly
arguing for one side) or being ambivalent (e.g., taking into consideration multiple sides of an
argument to the point of showing indecisiveness or even contradiction). Participants found this to
be a sign of human complexity:

“there’s this uncertainty. It starts with ‘I’m not sure’, and then the next sentence goes..
why it is not being sure...So yeah, there’s this duality in the answer, and I think that’s
indicative of nuance.” [P2; H]

Participants generally described human-authored explanations as having poor or less complex
grammar and structure, e.g., a person hastily typing and making mistakes. Human explanations
were identified as lacking in punctuation and containing poor sentence structure. Interestingly,
ellipsis punctuation (i.e., ...), used to indicate hesitation or incomplete thought, was also seen as
uniquely human:

“I just don’t feel like AI’s gonna produce the punctuation marks here too. The dot dot
dot...that’s kind of stand out and just it reads how someone would type it.” [P12]

Finally, personal pronouns (I, me, my) were associated with human writing from a first-person
perspective.

Explanations with a broad contextual understanding of the issue, such as pointing to nuances in
societal structures or indicating a personal connection to the situation, were perceived as uniquely
human.

“It’s actually coming with real-life circumstances and scenarios of why this might
not be sexist... So I feel like whoever explained this has real-world experience, and
it’s not just something that was trained to say the right thing.” [P5]

Interestingly, participants who noted contextual understanding as an inherently human charac-
teristic performed significantly worse at predicting authorship (𝑝 = 0.045), while those who relied
on the personal experience characteristic performed significantly better (𝑝 = 0.036).
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Table 6. Summary of characteristics and direction used to assess authorship of an explanation. Human
= explanation perceived to be written by a human, AI = explanation perceived to be written by an AI.
Characteristics described to be positively associated with the author are shown with a + in red, characteristics
described to be negatively associated with the author are shown with a - in blue, and characteristics described
to have both positive and negative associations are shown with a +/- in purple. Numbers represent the number
of instances when a characteristic was discussed in the indicated direction.

Human AI
Characteristic Text Audio Text Audio

Emotional + 12 + 13 - 5Emotionality Logical + 2 + 2 + 4
Formal/ Academic + 5 + 10Formality Informal/ Conver-
sational

+ 14 + 9

Neutral + 3
Defensive + 7 + 3

To
ne

Neutrality
Ambivalent/ Con-
tradictory

+ 6 + 3

Short + 3 + 3 + 2 + 5
Long + 2Length
Repetition + 2 + 3
Double Negatives
Correct + 3
Punctuation +/- 3/4 + 3Grammar

Sentence Structure - 2 + 4 + 2
Personal + 9 + 4

G
ra
m
m
at
ic
al

El
em

en
ts

Pronoun Type Impersonal
Definition + 3 + 3
Outcome

External + 2
Personal Experi-
ence

+ 8 + 9 - 2
Example

Counterfactual + 2 + 2
Opinion
Authority
Fact/Proof + 2 + 4

Online Content + 3 + 5 + 3

Source of Argument

Similarity Humans + 4 + 2
Formality + 3 + 8 + 2

Direct + 8 + 4 + 3 + 7Directness VerboseArgument Structure

Completeness Completeness of
Argument Consid-
eration

+ 3 + 5 + 4

Relation to Scenario Relation to Sce-
nario

- 3A
rg
um

en
ta
ti
ve

So
ph

is
ti
ca
ti
on

Context Considera-
tion

Contextual Under-
standing

+ 10 + 7 - 3 - 4

R
el
at
io
n Relation to User Alignment with

Personal Experi-
ence

+ 8 + 9 - 3

Alignment with
Personal Stance

+ 5 - 3

While the presence of personal experiences in an explanation already led participants to believe
a human authored it, when the experience aligned with the participant’s own, this strengthened
the effect:

“I find it relatable, that explanation to my career, to my job and everything. So I
feel connected to that explanation, or that makes me feel that it was done by a human.”
[P11, H]
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4.2.2 AI. When describing why an explanation was believed to be AI-authored, participants often
used exact opposite arguments than they used for humans. As such, AI explanations were described
as using a formal or academic tone, with the correct use of complex grammar and structure, and
based on facts or definitions. AI explanations were perceived to have a logical, formal, or neutral
tone — the exact opposite of human’s emotional, informal, and defensive tones.

“AI, I would imagine, would try to find this kind of simple explanation, that is not
related to exactly a feeling because, I guess, AI cannot have feelings for now.” [P10;
AI]

Similarly, participants believed AI produces correct grammar and complex structure, resulting in
longer explanations and more punctuation, in contrast to humans’ hastily written explanations.

“I think it’s kind of a little bit complicated as a sentence structure cause you are
using a negative...and then a positive attitude.” [P11; AI]

Whereas humans were expected to include broad contextual understanding and personal experi-
ences in their explanations, AI explanations, on the other hand, were expected to resort mostly to
facts or dictionary definitions:

“It’s kind of tacky to immediately start off with the dictionary [definition]...I feel
like maybe a computer did that.” [P5; AI].

Lastly, even when personal experiences were included in an explanation if they were misaligned
with the participant’s own experience or view of the world, it was considered AI-generated.

4.2.3 Contradictory Arguments. Some characteristics were attributed to humans by some partic-
ipants, and to AI by others. For example, a short explanation indicated AI authorship for some,
while others perceived it as uniquely human. Similar contradictions were found for the use of
repetition, completeness of argument, and directness (Table 6).

“This sounds human to me. It’s a very direct statement” [P15; H] VS “I feel like that’s
generated by AI. It’s brief, it’s straight to the point. It doesn’t really have too much
meat or flesh around it...” [P12; AI]

4.2.4 Difficulty to Assess. Our quantitative analysis showed that participants achieved an overall
56% accuracy when assessing the author of an explanation, close to chance. We also compared the
accuracy of participants who identified each explanation characteristic to those who did not, and
only two characteristics, out of all of those shown in Table 6 displayed a statistically significant
difference in accuracy. As reported in the subsections above, identifying personal experiences
in explanations helped participants to identify the author of explanations, whereas identifying
contextual understanding harmed their performance on this identification. No other characteristics
were significantly related to correct or incorrect author identification, suggesting that many of
these characteristics exist in both human and AI-generated explanations.
Interestingly, participants were better at identifying human explanations (Figure 3), partially

because they assessed more explanations as being human-authored overall (62.5%), although
the study design intentionally had a 50/50 split. Indeed, participants often expressed difficulties
in assessing whether an explanation was human- or AI-authored, commonly second-guessing
themselves. Particularly, participants wrestled with the idea of an AI trained on human data and
thus sounding human-like:

“It just sounds like very casual language, which makes me conflicted as to whether it’s
human or AI, because is this AI’s interpretation of how terribly we talk, or is this
human?...” [P15; AI]
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Fig. 3. Confusion matrices for authorship identification. “Actual Author” represents whether the explanation
was AI-generated or human-generated in our dataset, and “Perceived Author” represents whether participants
believed it to be human- or AI-generated. The numbers in each box represent how many interview instances
fell into each category. (a) represents the accuracy across all scenarios, and (b) and (c) split this accuracy by
modality. Percentages indicated in brackets are calculated based on “Actual Author” totals. For example, in
70% of cases, the human-authored explanations were perceived to be human (correct identification), and in
30% of cases they were perceived to be AI-generated (incorrect identification)

We found no statistical difference in authorship assessment accuracy between audio and text
conditions (𝑝 = 0.649). However, we found that in text condition, participants performed better at
identifying a human-authored explanation (80%), compared to audio (Figure 3 b and c), while audio
led to a small increase in accuracy for AI-authored explanations (47%). Interestingly, we saw that
in audio explanations, it was more difficult for participants to recall content, making it harder to
assess authorship compared to text format:

“with the audio... I would try my hardest to just remember every word, but it
would’ve been nice to have the audio also as a paragraph...because some things from
the audio stood out more than others. So then I would only remember and fixate on
those things versus the general message...” [P5]

Participants also noted that the gendered voice in the audio condition might have impacted their
assessment, especially in the context of sexist scenarios that describe actions against women:

“all the audios were actually with a female voice, right? So I’d be interested to see
whether the male voice would’ve made any difference...”[P7]

4.2.5 Summary and Contextualization. We identified characteristics of explanations generally
associated with only human or only AI generation, as well as those with a less clear association.
Human explanations are believed to be emotional, informal, with less complex structure, and
include personal experiences and contextual understanding. AI explanations, on the other hand,
were associated with logical and formal tones, correct and complex grammar, and factual argument
sources. Our findings showed the importance of Tone, Argumentative Sophistication, Relation to User,
and Grammatical Elements, which provide additional details and depth to the content and form
categorization proposed for human evaluation of AI-generated text [31]. However, while Clark et al.
[31] found that participants tend to comment predominantly on the form of the text, participants in
our study relied on both the form and the content characteristics. Some of the identified explanation
characteristics, such as definitions, counterfactuals, examples, and fact/proof have parallels in the
explanation knowledge categories from Wang and Yin [149] (definition, comparison, example,
statistical). However, participants did not identify all knowledge categories from past work, which
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suggests that only a subset of those may bemost relevant for explanations in collaborative subjective
decision-making. While some of the identified characteristics of explanations can be found in past
work, including grammar, personal pronouns, punctuation, and life experiences [31, 42, 58, 77], other
characteristics, e.g., the completeness of the argument, contextual understanding, and relationship
to the user were not previously reported and may be specific to the context of collaborative
subjective decision-making. Unlike past work [31], participants in our study associated correct
grammar and punctuation with AI — perhaps hinting at more widespread knowledge of generative
AI.

5 DISCUSSION
The aim of this work was to understand which characteristics of a verbal explanation affect the
perception of (RQ1) relevance, convincingness, and trustworthiness and (RQ2) its authorship
(human vs. AI) in the domain of subtle sexism detection. In our analysis, we found it particularly
important to consider these two questions together, which allowed us to capture the interplay of
the corresponding perceptions. We identified that the perceived author of an explanation affects
how different explanation characteristics are perceived. For example, users may have more positive
impressions of explanations in these sensitive contexts when they are perceived to come from
humans. We found that some characteristics associated with human authorship, e.g., contextual
understanding and alignment with personal stance, positively impacted perceptions of relevance,
convincingness and trustworthiness of an explanation. Furthermore, many characteristics associated
with human authorship affected the evaluation of explanations perceived to be AI-authored. Perhaps
this was because it took participants longer to recognize some of these explanation characteristics,
as they were asked to assess authorship before evaluating the explanation. Or perhaps participants
did not consciously consider the author of the explanation when evaluating it. In summary, the
explanations that participants found the most relevant, convincing, and trustworthy contained
mostly characteristics associated with human authorship, suggesting that, in these subjective
contexts, people may see human suggestions more favourably. However, further research is required
to establish the exact nature of the relationship between the perceived authorship and the overall
evaluation of an explanation.
This work also contributes to the larger conversation on the collaborative communication

dynamics between humans and agents [30, 133, 144]. While most of this work considers how a
human converses with an agent [82, 144], comparatively fewer studies investigate how humans
perceive the communication from the agent [135]. Yet, we show that this perception — of the agent,
and the communication it produces — does matter for the overall evaluation of the explanation,
which influences acceptance in collaborative scenarios.

While scoping this study to one context allowed participants to focus on a specific scenario,
making the decision-making process more realistic, it comes with generalizability considerations.
Our focus on subtle sexism as the domain of this collaborative subjective decision-making may
affect the explanation categories that were uncovered—for example, alignment with personal stance
and experience may be less important in less personal contexts. We expect these findings to be more
comparable to other content moderation contexts, such as detecting other forms of hate speech
like racism, than to general subjective contexts like hiring. As we continue to study human-AI
collaboration in subjective decision-making, we should broaden the scope of domains studied to
tease apart domain-specific explanation characteristics from those more broadly important.

However, we expect the implication that perceived authorship can affect how these characteristics
are interpreted to be critical for the design of collaborative decision-making systems, even generally:
in the absence of author labels, users will associate authorship based on the characteristics of the
explanation and assess the effect of these characteristics differently as a result. This contributes to
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the broader discussion of whether AI-generated output should be labelled as such [45, 157]. On
the one hand, system designers can include “generated by AI” labels on explanations or content;
however, these could be easily missed, or purposefully placed in hard-to-find areas. Another
approach might be to synthesize the AI output to be in line with human perceptions of what
it should be — however flawed those are. This may allow for content to be more automatically
recognized as AI.

We also saw that, when assessing authorship, participants often struggled and questioned their
beliefs regarding AI’s abilities. This study took place before the public release of ChatGPT in
November 2022; users’ familiarity with the capabilities of LLMs is likely to change, especially
as they are rapidly embedded in everyday products. This study can act as a baseline of these
perceptions that we can use to monitor changes as people are more exposed to LLMs.

5.1 Cognitive Biases and Ethical Considerations
There are a number of findings in this work that we believe highlight the unique characteristics of
explanations in collaborative subjective decision-making, particularly in sensitive cases such as
subtle sexism. In this subsection, we discuss several resulting ethical considerations.

5.1.1 The Reinforcing Role of Explanations. We found that participants recognize experiences or
opinions in explanations that align with their own, and perceive these as more relevant, convincing,
and trustworthy. Arguments sourced from personal experience or opinions were perceived as
convincing, but there was a mixed impact on trust— except when the experience or opinion
displayed aligned with their experience; in that case, they found the explanation both convincing
and trustworthy. This surfaces the role of confirmation bias—defined as “seeking or interpreting
evidence in ways that are partial to existing beliefs” [114, p. 175]—posing the risk of reinforcing the
user’s existing opinions and negating the intention of providing new perspectives to the decision-
making process. Creating explanations that prompt users to consider other points of view may need
to lean more heavily on facts, which were perceived as trustworthy. Alternatively, these systems
could first collect contextual opinions and experiences from the participants, and then show them
explanations that do not directly align.

5.1.2 Convincing AI Explanations. Participants described AI explanations as convincing, particu-
larlywhen they contained examples, and facts, orwere alignedwith their personal beliefs/experiences.
This risk from AI models being able to convince humans to believe a certain story or point of view
has been well-studied [12, 83, 115, 118]. Scholars have discussed how AI algorithms may create filter
bubbles on social media [28], or how news site curation can spread misinformation [53], aided by
artificial intelligence [83]. The goal of human-AI collaborative systems is to achieve trust calibration
[156, 161], where the human decision-maker does not blindly follow the AI recommendation but
instead forms trust appropriate to the model behaviour. Paired with the known limitations of
current LLMs [29], uncalibrated trust in the perspectives provided by AI could be detrimental,
particularly in sensitive contexts. Nourani et al. [116] suggests that exposing humans to poor AI
explanations before correct ones helps to avoid overreliance, though it is less clear what constitutes
a poor explanation in subjective contexts. As shown by Buçinca et al. [17], systems that encourage
analytical thinking during the decision-making process can reduce overreliance on AI decisions.
Perhaps future collaborative systems should require human decision-makers to provide a final
explanation for their decision, specifying the ideas provided by AI.

5.1.3 Mimicking Humans in AI Explanations. Despite the preference for explanations that align
with their opinions and experiences, humans also find it troubling when LLMs generate attributes
that are considered uniquely human, such as personal experiences or emotions [142], and their
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perceptions towards AI, in general, are still forming. Even experts in the field debate which human-
like abilities these models really have [66]. Particularly in cases like sexism, where one may be
attached to their experiences, “made up” experiences produced by a model should be used with
great caution. The popular example of the Google employee who believed that the company’s LLM
was sentient [32] shows that these models can deceive and confuse users. This has led to blogs
explaining why LLMs cannot actually generate subjective experiences [79], as well as calls to the
academic community to stop using anthropomorphizing language when describing AI [137, 138].
Perhaps, a warning that the explanation is model-produced (which is being recommended as policy
in the United States [125]) may be required, though we also saw in our study that some participants
perceived AI-generated explanations as less convincing.

5.1.4 Gender-Based Assumptions. We found that participants often assumed the gender of charac-
ters in the scenario when no indicators were present, commonly assuming the victim was a woman.
While, indeed, the majority of sexism on the internet is still directed towards women [128], sexism,
affects all genders, and in particular trans or non-binary individuals [117, 120, 122]. This bias in
participants’ reasoning suggests that argumentation, generated for the cases where gender or other
demographic variables are important, may need to include these indicators in scenarios.

5.1.5 The Inherent Bias in LLMs. AI applications can perpetuate cultural biases [21], LLMs are
capable of producing hate speech and stereotypes [29], and even the most recent language models
still contain gender bias [87]. This is a critical issue when looking at subtle sexism, where protected
attributes like gender are bound to be included in the discussion. Researchers are developing
safeguards to prevent these biases from making their way into downstream tasks [159]. Yet, there
is still a long way to go, as users are devising workarounds to get public models to produce hateful
content [155]. However, given that LLMs are currently being proposed for human-AI collaboration
systems [136], it is important to study these systems in their current state.

5.2 Design Implications
AI explanations in collaborative subjective decision-making cases such as subtle sexism detection
can bring new perspectives for a human user to consider [50, 93]. However, these AI-generated
explanations must be relevant, convincing and trustworthy to foster collaboration in the hopes of
achieving complementarity [9]. Hence, our work contributes to informing the design of such AI
systems meant to augment subjective decision-making by offering four Design Guidelines related
to explanation characteristics that we found to be brought up most often by our participants: Tone,
Supporting Evidence, Societal Context and Diverse Perspectives.
Tone: AI-generated explanations can be made less convincing and trustworthy when they are

perceived to have an emotional tone. This may be an intended or unintended effect, depending
on the context. Additionally, it is also associated mostly with human-authored explanations. The
emotional tone was identified by the presence of text descriptions of feelings or words that express
them (e.g., “angry”, “frustrated”, etc.). Therefore, these words and phrases can be used strategically.
Participants preferred AI to display a more decisive tone in its assessment. Nonetheless, one must
also consider that excessive confidence in tone might lead to overreliance and inappropriate trust
calibration [156, 161] as discussed in the previous section. In human-AI collaboration tasks, avoiding
emotional tone can also help the human counterpart in identifying the author as AI by matching
their mental model and expectations of how a machine behaves [57, 66].

Supporting evidence: AI-generated explanations are perceived as more convincing and trust-
worthy when they cite facts and external examples to support the argument. Additionally, referring
to the data sources (e.g., the dictionary, scientific reports, etc) also makes these explanations more
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convincing and trustworthy to the user. This can be achieved, for instance, with post-hoc explain-
ability methods [145]; however, that can be challenging in terms of traceability and data provenance
[81]. Alternatively, if using LLMs to generate explanations, these models can be fine-tuned with
sources relevant to the specific context. In the human-AI collaboration context, leveraging support-
ing evidence can be beneficial for trust calibration by offering the human counterpart the facts and
sources behind the decision.
Societal Context: Interestingly, for explanations to be considered relevant, convincing, and

trustworthy, participants required a balance between scenario specificity and broader contextualiza-
tion. The first relates to a preference towards explanations directly related to the scenario at hand,
versus generic statements about sexism or gender, for example. The second, however, prescribes
that explanations should connect the specific scenario to broader societal contexts (contextual
understanding). To achieve the correct balance, AI-generated explanations must first address the
scenario at hand, and then connect it to the issues within the broader societal context. This may
mean providing relevant social context to the model (in the form of a prompt, or fine-tuning), and
using prompt engineering to ensure the model focuses on the scenario provided.
Diverse Perspectives: Our work also confirms that participants were more biased towards

explanations that aligned with their personal beliefs and experiences, as prescribed by Mitamura
et al. [107]. Hence, AI systems designed to augment subjective value-based decision-making tasks
should offer explanations with a mix of diverse perspectives the human counterpart might have
ignored to potentially counter-balance such biases. This could be achieved with prompts that
require models to consider multiple perspectives or could be designed as a multi-agent system,
where multiple models with different “personas” all provide input to the user. A potential challenge
in this approach is mitigating social biases that foundational models, specifically LLMs, have been
known to replicate [38].

Further, Figures 1 and 2 represent the information from Tables 4 and 6 for use in system design.
We present this diagram to aid system builders in designing explanations for a specific perception,
such as the appropriate amount of trust in the system, for instance by balancing positively and
negatively perceived features. These design considerations aim to foster human-AI collaboration
and complementarity; however, as discussed previously in ethical considerations, these mechanisms
should be applied cautiously and reflect considerations of the potentially evolving users’ mental
models.

6 LIMITATIONS
There are some limitations of this work that we must keep in mind when interpreting the results. As
early-research cycle work investigating collaborative subjective decision-making, the exploratory
nature of the study determined a limited sample and scenario size (20 participants, eight scenarios).
The scenario limit was also determined by the study length considerations and it means that we
cannot generalize our results to all possible subtle sexism scenarios. Now that this preliminary
work has identified the explanation characteristics that play a role in the quality of explanations
for subjective decision-making and the perceptions that can influence collaboration, we can test
them in a controlled study using more explanations from our dataset and a larger number of
participants, e.g., through crowdsourcing. In particular, as we found few significant relationships
between explanation characteristics and correct author identification, future work should test these
relationships with more participants in order to understand how to design these explanations for
correct author identification in unlabelled scenarios.

We also note that the domain chosen here (subtle sexism) likely influenced the specific explanation
characteristics which were identified by participants. Thus, these findings and specific design
guidelines are best suited for other subjective and sensitive contexts like hate speech detection
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and content moderation. While the ultimate understanding of how perceived authorship can
influence the perception of different explanation characteristics such as relevant, convincing, and
trustworthy applies to collaborative decision-making broadly, future work may need to identify
relevant domain-specific explanation characteristics.
Another limitation is that participants sometimes struggled to distinguish between convincing

and trustworthy in their evaluation of explanations, providing the same rationale for both (though
not always, Table 4). While we provide some details regarding the characteristics differentiating
perceived convincingness and trustworthiness, future work could more clearly differentiate between
the two concepts.
Finally, this work focused on subjective perceptions and evaluations. Past research has shown

that subjective ratings of explanations may not always align with objective performance on those
tasks [16, 93]. Thus, before human-AI collaboration systems are put into practice for subjective
decision-making, they should be formally tested in the context in which they will be used.

7 CONCLUSION
In collaborative subjective decision-making, AI explanations and argumentation can surface new
perspectives critical for consideration. However, to be considered, they should be perceived by
a human user as relevant, convincing, and trustworthy. Focusing on verbal explanations, we
investigated which explanation characteristics affect the perceptions of the explanations and
found four groups of characteristics: Tone, Grammatical Elements, Argumentative Sophistication and
Relation to User—the effect of which differed based on the perceived author of the explanation. We
described the relationships between the emerged characteristics and perceptions, discussed the
interplay between the perceptions, and provided ethical and design considerations for AI systems
supporting collaborative subjective decision-making.
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A APPENDIX A

Table 7. Table of codes used in the study with definitions and examples

Charac-
teristic Definition Example

To
ne

Emotionality Emotional Emotions or an emotional reac-
tion within the explanation

Because of the level of passion or
anger depending how you read
it...

Logical A lack of emotions or reactions;
containing an objective, logical
stance

There’s just something about the
explanation that comes off as me-
chanical, very, very logical..

Formality Formal/
Academic

Formal or academic language
used in an explanation

..it’s again too academic for me
because it’s cites [the] dictionary..

Informal/
Conversa-
tional

Conversational, causal, or infor-
mal language used in an expla-
nation

..the way it’s written sounds like
the way someone would speak...

Neutrality
Neutral A neutral stance, or lack of defin-

itive assessment (sexist or not)
in the explanation

..it starts out with, it might be
used in a different context now. So
it’s trying to be very unbiased..

Opinionated The explanation taking a side;
making a definitive choice on
the assessment

..I feel like for me the explanation
is a little bit too defensive for me
to agree with it..

Ambivalent/
Contradic-
tory

Not being able to make a defini-
tive decision

.. there’s this uncertainty. It starts
with, I’m not sure...

Length
Short The length of the explanation

being short
..how short it is and how, in such
a short number of words, it can
pretty much encompass the feel-
ing..

Long The length of the explanation
being long

..I think it’s a little bit of a long
explanation..

Repetition The length of the explanation
being long due to repetition of
parts

..almost repeating the sentences,
repeating what was happening
instead of jumping directly to the
argument.

G
ra
m
m
at
ic
al
El
em

en
ts

Grammar

Double
Negatives

The presence of double nega-
tives in an explanation

..that double negative, it really
hurts my brain..

Correct The use of correct grammar in
an explanation

..Its just, it is in a very perfect Eng-
lish..

Punctuation The presence, or lack of, punc-
tuation in an explanation

Or no commas.. I think AI would
put some commas there...

Sentence
Structure

The sentence structure in an ex-
planation

..it’s kind of a little bit compli-
cated as a sentence structure cuz
you are using a negative..and
then a positive attitude..

Pronoun
Type

Personal The use of personal pronouns (I,
she, her) in an explanation

..it’s very personal, there’s lots of
I’s..

Impersonal The use of impersonal pronouns
(it) in an explanation

.. yeah, it starts with a lot of "it",
like "it is" or "it is not"..
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Table 7 – Continued from previous page
Charac-
teristic Definition Example

Source
of
Argument

Definition The presence of a definition in
an explanation

..They looked up hysterical in
Webster’s dictionary...

Outcome The focus on an outcome of an
action in an explanation

..think about the long term impli-
cations of the scenario at hand..

Example
External The presence of a non-personal

(external) example in an expla-
nation

..Because it does give good exam-
ples of work house chores and
stuff..

Personal Ex-
perience

The presence of an example con-
taining personal experience in
an explanation

..It gave me a feeling that it came
from personal experience..

Counterfactual The presence of a counterfactual
example in an explanation

.. providing an opposite example
and how the opposite audience
would not enjoy this type of treat-
ment..

Opinion The presence of subjectivity, or
one’s opinion or stance, in an
explanation

..almost like a hint of a strong
opinion coming from the expla-
nations..

Authority The authority of the explanation
author (from experience or cre-
dentials)

.. I would believe that it’s more
trustworthy from an authority
or someone that understands..the
subject ..

Fact/Proof The presence of lack of facts,
statistics, citations, or general
proof in an explanation

..I think of science again, facts. So
there are no facts..

Similarity Online Con-
tent

How an explanation is similar to
online content (such as Reddit)

..It sounds like a response on a
forum..

A
rg
um

en
ta
tiv

e
So
ph

is
tic

at
io
n Humans How an explanation is similar to

human composed content.
..I think if humans can be pre-
dictable then machines can have
easily picked up on their pre-
dictability..

Argument
Structure

Formality A formal explanation structure,
or a set order of explanation
components

..it’s about how it was struc-
tured..kind of introducing the sce-
nario, then explaining it and then
providing an example..

Directness Direct A direct style in the explanation,
getting straight to the point

..but the way the explanation
goes is straight to why it is sexist..

Verbose An elaborate or verbose style
in the explanation, using many
words to make a point

..it seems like a little verbose for
a human to respond to it with..

Complete-
ness

Completeness
of Argument
Considera-
tion

The depth, or breadth, of the ar-
gument; whether all possible ex-
planations were considered

..I feel like it’s missing. It’s not
addressing each and every argu-
ment..

Relation to
Scenario

Relation to
Scenario

How much the explanation re-
lates to the scenario; how much
of the scenario is included in the
explanation

..it’s actually addressing the con-
cerns for the points on the sce-
nario, because it’s talking about
basically the entire biology..

Context
Considera-
tion

Contextual
Under-
standing

Whether the explanation shows
some contextual understanding,
generalizing the scenario to
broader societal context

.. I don’t think it comes from
someone with a deep understand-
ing of why gender chores would
be problematic..
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Table 7 – Continued from previous page
Charac-
teristic Definition Example

Re
la
tio

n Relation
to User

Alignment
with Per-
sonal
Experience

Whether the experience shown
in the explanation matches their
personal experience

..Yeah, the explanation felt relat-
able cuz as a woman in stem,
that’s something like I’ve expe-
rienced back in high school..

Alignment
with Per-
sonal
Stance

Whether the stance or opinion
in the explanation matches their
personal stance or opinion

..I think what this explanation is
saying is correct, and that is what
I believe in and that is why I’m
using the word correct because I
agree with it..
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