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Figure 1: ELMI’s translation interface, supporting line-by-line translation of lyrics into sign language. The Information
Panel A provides background information about the song or AI-generated description on mood and performance guide for
the selected lyric line. The emotional guide a○ suggests hashtags that capture the mood of each line, while the performance
and expression guide b○ offers recommendations for bodily and facial expressions to effectively convey these emotions. On
the Translation Panel B , the user can write gloss (text representation of sign language) for the selected lyric line d○, looping
the music video segment c○. The Chat Panel C provides a discussion channel with a large language model-driven chatbot
regarding the selected line f○. For the paper figures, we used the official music video of BTS’s Dynamite, publicly available at
Youtube (https://www.youtube.com/watch?v=gdZLi9oWNZg).
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Abstract
d/Deaf and hearing song-signers have become prevalent across
video-sharing platforms, but translating songs into sign language re-
mains cumbersome and inaccessible. Our formative study revealed
the challenges song-signers face, including semantic, syntactic, ex-
pressive, and rhythmic considerations in translations. We present
ELMI, an accessible song-signing tool that assists in translating
lyrics into sign language. ELMI enables users to edit glosses line-by-
line, with real-time synced lyric andmusic video snippets. Users can
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also chat with a large language model-driven AI to discuss meaning,
glossing, emoting, and timing. Through an exploratory study with
13 song-signers, we examined how ELMI facilitates their workflows
and how song-signers leverage and receive an LLM-driven chat for
translation. Participants successfully adopted ELMI to song-signing,
with active discussions throughout. They also reported improved
confidence and independence in their translations, finding ELMI
encouraging, constructive, and informative. We discuss research
and design implications for accessible and culturally sensitive song-
signing translation tools.

CCS Concepts
• Human-centered computing→ Accessibility systems and
tools; Empirical studies in accessibility.
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1 Introduction
Song-signing1 is a performing art, encompassing not only trans-
lating spoken lyrics to sign language but also conveying musical
elements through facial expressions and bodily movements [7, 35].
d/Deaf2 and hearing song-signers perform in visually dynamic
forms, blending the rhythm and emotion of songs with the physical
expressiveness of sign language [23]. Translation quality is crucial,
as it enhances the message of the song by incorporating emotional
tone, timing, and cultural nuances, going beyond the literal mean-
ing of the words [7, 16, 35]. This requires a deep understanding
of both spoken and sign languages, ensuring that the final signed
performance is both accurate and resonant [64, 74].

However, translating song lyrics into signs presents challenges.
Often, sign language may not have the equivalent vocabulary for
some terms from the spoken language, necessitating the use of
fingerspelling or creative alternatives [74]. Furthermore, since the
syntax and modality of two languages are distinct, the glosses3

should be adjusted to fit the rhythm of the music and the signing

1Also known as sign singing, signed song, sign singing, or karaoke signing [16].
Song-signing involves translations/interpretations of pre-existing songs into a signed
language, original pieces composed in sign language, or arrangements of signs to
specific beats known as percussion signing (e.g., “Bison Song” by Dorothy Miles) [7, 35].
The signed songs can be presented as recorded videos (e.g., YouTube performances) or
as live presentations (e.g., concerts or stage performances) [7, 35].
2In research, the acronym DHH (Deaf and Hard of Hearing) is often used to refer
to individuals with varying degrees of hearing loss [27]. However, in this study, we
use “d/Deaf” to emphasize cultural identity. “deaf” (with a lowercase ‘d’) refers to the
physical condition of hearing loss. These individuals may use hearing aids, cochlear
implants, or rely on lip reading. On the other hand, “Deaf” (with an uppercase ‘D’)
refers to individuals who identify as part of the Deaf community, share a common
language (such as ASL), and embrace Deaf culture and identity [63].
3Gloss refers to a written representation of a signed language, using words from a spo-
ken language (like English) to indicate the meaning of individual signs. Glossing helps
translate the structure and meaning of a signed language but does not fully capture
nuances such as facial expressions, which are crucial elements of communication [68].

space performing sign language [64, 74]. While past research has
exploredways tomakemusicmore accessible for d/Deaf individuals,
much of this work has focused on music perception [30, 38] and
creation [46, 51] rather than performance. Research on the artistic
interpretation of sign language remains sparse, and prior work
predominantly focused on communication accessibility [58]. Only
a few projects have recently begun to understand song-signing [74].
For example, Yoo et al. identified tensions between d/Deaf and
hearing song-signers and the different barriers they encounter in
the process of song-signing. Still, little effort has been put into
designing accessible systems for song-signing.

In this work, we aim to design a system that supports transla-
tion of song lyrics and gloss creation for song-signing in a more
accessible manner. To better understand the current song-signing
translation process and challenges, we conducted formative inter-
views with eight song-signers (five d/Deaf and three hearing). The
study revealed four major challenges of song-signing in the transla-
tion process: semantic translation (e.g., understanding the meaning
of the lyrics), syntactic translation (e.g., selecting appropriate signs)
4, expressive translation (e.g., conveying emotion), and rhythmic
translation (e.g., aligning the timing and length of signs with the
music). As a result, many song-signers rely on external resources
such as social media videos and discussions with other interpreters
to improve their work.

To address these challenges, we designed and developed ELMI
(Explore Lyrics and Music Interactively; Figure 1), a web-based
accessible song-signing tool that facilitates lyric-sign translation.
ELMI features a line-by-line focus, allowing the user to input gloss
for each line and play corresponding video segments. For a d/Deaf
user, ELMI offers rich visual feedback to convey music, such as a
music video player with a karaoke-style timing indicator. Inspired
by the generative capabilities of large language models (LLMs),
ELMI leverages LLMs to provide various AI-driven guidance. For
example, to aid in familiarization with the song, ELMI provides AI-
generated annotations of the lyric lines, such as emotional tone and
performance guidance. For each lyric line, the user can chat with
ELMI to discuss key topics of gloss creation, including meaning,
glossing, emotion, and timing.

We evaluated ELMI through an exploratory study with 13 song-
signers (6 d/Deaf, and 7 hearing), who used the tool to create glosses
for two songs. ELMI facilitated the translation process by pro-
ducing nuanced and contextually accurate glosses. Participants
reported increased confidence and independence in their transla-
tion process through their discussions with ELMI. Both d/Deaf and
hearing participants found glossing and meaning-related discus-
sions useful while hearing favored emoting, and d/Deaf valued
timing assistance. ELMI streamlined decision-making, providing all
required resources in one place. Participants perceived ELMI as en-
couraging, critical, and informative in giving them full control and
ownership over their glosses. All participants expressed interest in
incorporating ELMI into their workflow, as it helped them structure
their process. The key contributions of this work are threefold:

4In this work, we use the term syntactic translation to indicate the process of translating
lyrics into glosses while ensuring that the sign order aligns with ASL grammar and
maintains the musical timing [74].
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(1) The design and implementation of ELMI, an AI-infused song-
signing tool that supports translating lyrics into sign language.
The source code of ELMI is publicly available at https://
naver-ai.github.io/elmi.

(2) The empirical understanding of how song-signers perceive and
interact with ELMI, creatively producing glossing through dis-
cussion with the tool.

(3) Implications for future research and systems on acceptability
and accountability for artistic sign language translation, high-
lighting the need to respect cultural contexts and maintain
artistic integrity.

2 Related Work
In this section, we cover related work in three parts: (1) song-
signing, (2) technologies for automated sign language translation,
and (3) lyric translation technologies.

2.1 Song-signing
Song-signing is an art form rooted in Deaf culture [35]. Song-signers
convey not only the lyrics but also capture musical elements such as
rhythm, emotion, and instruments through facial expressions and
bodily gestures [74]. Song-singing performance is crucial in making
music accessible to d/Deaf individuals by providing an augmented
visual representation [74]. It has also proved to be more meaningful
and authentic to those fluent in sign language, offering a genuine
and enjoyable experience [17].

The core activity of song-signing—trans-languaging from spo-
ken language to sign language—requires a high degree of creativity,
encompassing the translation of lyrics or the composition of orig-
inal songs in sign language, where performers manipulate signs
and signing space to convey musical features [35]. This practice
involves complex interactions between music, lyrics, and sign lan-
guage, requiring artists to navigate across languages and modalities
[64]. Yoo et al. proposed three layers in song-signing translation:
technical translation, understanding the lyrics and matching gloss
with the music; artistic translation, editing the gloss to convey
non-lyrical elements like pitch, rhythm, and volume; and cultural
translation, appreciating of Deaf culture and language [74]

Recent studies on song-signing have identified several challenges,
including the difficulty of translating lyrics into sign language, con-
veying musical features, and addressing diverse linguistic reper-
toires [35, 74]. Song-signing involves navigating between visual
and auditory channels and integrating music, lyrics, and sign lan-
guage [64]. One significant challenge is that many song lyrics carry
symbolic meanings rather than straightforward messages. When
translated into sign language, the interpretation is shaped by the
translator, which can lead to a disconnect between the original
intent of the writer and the signed interpretation [17]. Additionally,
song-signing can appear weak if the translator struggles with tim-
ing, particularly when trying to produce musical American Sign
Language (ASL) within the time constraints of English songs [17].
Although these challenges underscore the need for culturally re-
sponsive approaches to music accessibility [57, 74], research on how
technology can support song-signing translation remains limited.

2.2 Automated Sign Language Translation
Sign language is the primary mode of communication for d/Deaf
individuals [59], and research in this area is crucial for facilitating
communication between Deaf communities and others [50]. As one
dominant line of efforts that bridge the gap between spoken and sign
languages, ample research in machine learning and accessibility
has presented automated models that convert signed sentences
into spoken or written language and vice versa [19, 33, 44, 50]. As
sign language is carried over bodily movements, video recognition
or generation is required for ideal end-to-end translation [33]. To
make the task straightforward, gloss text has often been used as a
representation medium of sign language, and a majority of machine
learning approaches tackled gloss-spoken language translation [19,
44]. For example, researchers proposed gloss-based neural machine
translation models (e.g., [1, 13, 14, 42]), Recognizing the loss of
partial linguistic cues when using gloss as a representation of sign
language [19, 43], recent work leveraged large language models
(LLMs) [47] to implement gloss-free sign language translation in
combination with vision models [25, 73].

Despite the growing body of automated sign language transla-
tion technologies, existing models focus on communication and
mapping the meanings, trained on datasets in general contexts such
as word-level sign lexicons (e.g., [6, 32]), news and weather fore-
cast (e.g., [12]), and daily conversations (e.g., [70]). In other words,
they are not designed with lyric translation in mind, which critically
involves considerations of timing and poetic interpretation [74].
Hence, lyric-to-sign-language translation should incorporate users
in the loop, rather than being carried over a fully-automated ap-
proach. In this work, we support lyric translation driven by song-
signers, while facilitating the translation process with AI-driven
guidance and discussions.

2.3 Lyric Translation and Tools
Emotion and timing are crucial in translating lyrics due to their
significant impact on the overall musical experience. Translators
must navigate the complex interplay between language, music, and
cultural nuances tomaintain the emotional resonance of the original
song [69]. This translation process requires careful consideration
of both implicit and explicit information, as well as the emotional
content of the source text [29]. Franzon describes the strategic
choices made by translators and lyricists in achieving ‘singability,’
the musico-verbal fit of text to music—by balancing prosodic, poetic,
and semantic layers [24]. The emotional intelligence of translators
also plays a pivotal role in their decision-making and problem-
solving during translation: understanding of linguistic, cultural,
and emotional subtleties to effectively bridge linguistic and cultural
boundaries in music [29, 69].

New tools for lyric translation and interpretation have been
introduced. Statistical Machine Translation was applied to an auto-
mated lyric annotation system to clarify complex terminology and
abstract concepts using the Genius dataset [65]. Semi-automatic
lyric generation using context-free grammar has shown promise,
with generated lyrics sometimes indistinguishable from those writ-
ten by humans [53]. Recent research has explored the potential of
large language models (LLMs) in supporting lyric interpretation
and song understanding. For instance, BART-fusion combines a
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pre-trained language model with an audio encoder to generate
lyric interpretations, showing improved performance with the inte-
gration of audio information [76]. These studies demonstrate the
versatility of LLMs in understanding and generating music-related
content, highlighting their potential to enhance interpretability
across various domains.

Despite these technological advancements, the translation of
lyrics continues to pose significant challenges. Translators must
capture stylistic elements, cultural references, and semantic nu-
ances while maintaining fluency and creativity [2]. The ambiguous
nature of lyrics, along with the use of slang, jargon, and the need to
preserve rhyme and repetition, adds to the complexity of this task
[3]. Moreover, translators face difficulties related to rhythm, syllable
count, vocal burden, and the need to adapt cultural nuances across
languages [3]. Cultural differences often necessitate adaptations and
retranslations to accurately convey meaning. Translating idioms
within lyrics, in particular, requires a deep understanding of both
the source and target languages to ensure the intended meanings
are preserved [2]. Addressing these challenges requires interdisci-
plinary approaches that combine linguistics, artificial intelligence,
and cultural studies. This work extends the body of research on
lyric translation within the context of song-signing, focusing on
artistic and cultural dimensions in the translation process.

3 Formative Study
To understand the current translation process and challenges in
song-signing, as well as to explore the applicability of LLM on song-
signing translation, we conducted semi-structured interviews with
song-signers. The study protocol was approved by the university
research ethics board.

3.1 Methods
Participants. We recruited eight song-signers ( S1𝑑/𝐷 – S8𝐻𝑔 ; five
d/Deaf and three hearing in order. See Appendix A.1 for detailed
demographic information.) comprising five males and three females,
with ages ranging from 25 to 67 years old. Our inclusion criteria
were song-signers who are 18 years or older, proficient in speaking
and writing English, and have experience in song-signing within
the past year. Participants were recruited through emails, social
media platforms (e.g., Facebook, YouTube), and the snowball sam-
pling method. The majority of participants (𝑁 = 5) used American
Sign Language (ASL) at expert and native levels, while others also
utilized Pidgin Signed English (PSE). On average, participants have
been involved in song-signing for 9.3 years, spanning from 4 to 17
years. While some participants used tools such as dictionaries for
translation, the use of LLM-driven tools like ChatGPT was min-
imal, with most participants relying on personal knowledge and
community resources.
Procedure. We invited each participant to Zoom sessions which
lasted between 50 to 70 minutes. We utilized Zoom chats, closed
captioning, and sign language interpreters for d/Deaf participants
who preferred those options. Participants’ signed responses were
interpreted in real-time by certified ASL interpreters, whose spo-
ken translations were then transcribed into English. The interviews
covered (1) the current work process and practice method for trans-
lating English lyrics to sign language, (2) factors and considerations

(a) Excerpt of glosses from S6𝐻𝑔

(b) Excerpt of glosses from S7𝐻𝑔

Figure 2: Example Glossing for “BTS - Dynamite.” Song-
signers created glosses line-by-line, writing ASL glosses cor-
responding to ENG lyrics.

influencing translation, and (3) challenges and workarounds in
translation. To collect participants’ preliminary feedback on us-
ing LLMs in song-signing, we asked them to try ChatGPT [48]
while translating a snippet of the example song "Dynamite" by BTS
(See Figure 2). During this task, participants were encouraged to
ask ChatGPT any open-ended questions that came to their mind
regarding various aspects of the translation process. Participants
engaged ChatGPT in diverse ways, such as understanding the con-
text of the song, interpreting specific lyrics, seeking confirmation
on glossing and interpretation, finding videos of performances or
song-signings, and providing images or videos of example signs.
Analysis. We recorded the video call sessions and transcribed
them for analysis. Using a thematic analysis framework [9, 10], two
researchers independently coded the transcripts to identify key
ideas and grouped similar codes into categories. Through multiple
rounds of discussion, the researchers refined and reviewed themes
to ensure they accurately reflected the data and aligned with the
research objectives.

3.2 Lyric Translation Practice
3.2.1 Familiarization. Participants begin by listening to the music
and watching music videos to understand the context of the song’s
lyrics. Rather than focusing on a word-for-word translation, song-
signers aim for conceptual accuracy, ensuring that the essence and
message of the song are preserved. During this process, an initial
gloss is created that captures the general meaning of the song. The
lyrics are then broken down into chunks and eventually “line by
line", with each segment translated into sign language, ensuring
that each sign fits within the overall narrative of the song. Addi-
tionally, participants conducted contextual and cultural research
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to understand the background and significance of the song: “I do a
little bit of research why the lyric was written, why the artist chose
the song, and how they sang it ( S1𝑑/𝐷 )."

3.2.2 Practice and Refinement. After creating the initial version of
the gloss, participants refine it to ensure the smoothness and visual
appeal of the translation. S4𝑑/𝐷 remarked, “In practice, I have an
idea of what I want to sign. Sometimes I sign with the music and
come across certain spots that are very tricky. Then I might go back
and reevaluate if there’s a simpler way to sign it.” Artistic elements
such as rhyming were emphasized to retain the artistic integrity
of the original song and make the performance visually pleasing.
Two participants ( S2𝑑/𝐷 , S6𝐻𝑔 ) noted the importance of utilizing
the five parameters of ASL—handshape, location, movement, palm
orientation, and non-manual markers.

Participants commonly used glosses to understand and mem-
orize the signs. Participants also used glossing while performing,
often setting up cameras with reference glosses with lyrics posi-
tioned nearby for visibility. Half of the participants (𝑁 = 4) used
online editing tools like Google Docs to create glosses (See Figure 2).
However, as song-signers became more experienced, they tended
not to use written glosses but to practice directly with the music.

3.3 Challenges of Song-signing Translation
Semantic Translation [Meaning]. Participants pointed out the
difficulty of grasping the meaning of the lyrics. This challenge
arises from the inherent complexity of the lyrics, including poetic
or ambiguous expressions that can have multiple meanings (𝑁 =
6). Accurately capturing meaning becomes even more challeng-
ing when translating concepts that are culturally or linguistically
specific. S8𝐻𝑔 noted how accents or unfamiliar terms can lead to
misinterpretations: “[...] Another challenge is the accent. I might miss
something because I don’t understand a particular term.”
Syntactic Translation [Glossing]. Since ASL relies heavily on
visual elements to convey meaning, participants noted that it is par-
ticularly difficult to translate concepts that are abstract or primarily
auditory in nature. For example, three participants mentioned chal-
lenges in translating repetitive or simplistic messages in a way that
feels both meaningful and visually appealing. Another challenge
arises when English phrases do not have direct equivalents in ASL,
requiring signers to find alternative signs or creative ways to con-
vey the meaning. Also, acoustic rhymes in spoken language, which
depend on sound, do not translate well into sign language.
Expressive Translation [Emoting]. Participants pointed out that
beginners or those new to Deaf culture would often struggle with
emotional demands in sign language due to their lack of experience
and the mismatch between their own personality and the song’s
mood. S7𝐻𝑔 remarked, “It’s a challenge, especially if you’re a person
who may be outwardly calm or just don’t like to express yourself.
Then you really have to work on that.” Certain songs, particularly
those with shifting moods, demand expressive control that can be
hard to master. S6𝐻𝑔 shared, “I’m not the best at controlling my
face. It sometimes looks awkward...Why aren’t you smiling enough?
One challenge is self-consciousness about your face.”
Rhythmic Translation [Timing]. The discrepancy of modalities
of spoken and signed languages imposed challenges, especially for

fast-paced songs, as the rapid tempo can strain even the most skilled
signers. Moreover, achieving synchronization with the music adds
another layer of complexity, particularly for deaf signers. S5𝑑/𝐷
described the need for extensive repetition to match the signs with
the lyrics: “It was tough, I had to repeat and repeat until I could be in
sync with the music. I would repeat one sentence over 50 times to feel
confident to sign as they sing.” This meticulous process highlights
the challenge of aligning signs with the music, a task that demands
significant time and effort.

3.4 Common Strategies to Overcome Challenges
Participants commonly looked up external resources (𝑁 = 5). Many
turned to online ASL dictionaries to find the appropriate signs and
expressions, appreciating that the short video clips and accompany-
ing descriptions helped clarify hand positions and sign execution.
Participants also relied on search engines like Google, particularly
for searching the origins and meanings of songs. Various types of
videos—including original music videos, performance/dance videos,
and song-signing videos from other song-signers—also served as a
reference. All participants mentioned watching these videos helped
them interpret the mood of the song and the underlying messages
of the lyrics. Participants referred to performance videos to observe
facial expressions, energy levels, and choreography, which they
then incorporated into their translations. Many participants also
watched other song-signing videos to gain ideas and inspiration.

Notably, most participants (𝑁 = 6) mentioned that they dis-
cussed their work with others during the translation process. They
gathered feedback from a diverse group, including interpreters,
Deaf individuals, and young people, to refine their interpretations.
When consulting hearing individuals, participants often sought
advice on visual quality and how well the lyrics matched the music.
As for consulting interpreters or Deaf individuals, the focus was on
refining the overall translation. Participants also consulted young
people to understand contemporary slang and language trends.

3.5 Feedback on Using LLMs for Translation
The majority of participants shared positive views on using GPT
in the translation process, recognizing its capabilities extending
beyond mere literal translation, as it offers interpretations that
capture the deeper meaning and emotional nuances of the original
content. Additionally, GPT’s recommendations for incorporating
non-manual signs were particularly impressive to participants. For
example, S6𝐻𝑔 noted: “My reaction was amazing as far as I can
see... It asked me to use the classifier, where I found the power of that.”
Despite its potential, participants also expressed concerns about
relying on it for accurate and contextually appropriate translations
because ChatGPT sometimes yielded wrong glosses or interpreted
the lyrics literally, producing very long glosses.

4 ELMI: Explore Lyrics and Music Interactively
Informed by the formative study, we designed and developed ELMI,
a novel web application that aids d/Deaf and hearing individuals
in song-signing. Our approach leverages the potential of LLMs to
facilitate the glossing process, which our formative study revealed
as a critical foundation for song-signing translation. By facilitating
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AI-assisted discussions around translation nuances—such as seman-
tic accuracy, syntactic clarity, and expressive interpretation—ELMI
supports users in addressing the challenges highlighted by the
song-signers in the formative study. In the following, we outline
the design rationales for ELMI and describe the details of the inter-
face and its implementation.

4.1 Design Rationale
DR1: Use sufficient visual aids to convey emotion and timing.
Music can be appreciated not only by auditory but also by visual
channels [20, 66]. Formative study participants also relied on lip-
reading from performance videos and utilizing captions to interpret
the lyrics. This aligns with prior research, where d/Deaf individuals
often lip-read and observe expressions of singers to capture musical
elements [11], while captions significantly enhance their compre-
hension and enjoyment [40]. Visual information is thus essential for
conveying musical elements like emotion and timing. Consistent
with prior work [74], formative study participants reported using
visual aids, including online videos. To address this, we designed
ELMI to provide music videos with captions synchronized to the
lyrics (e.g., c○ in Figure 3), allowing users to fully grasp the nuances
and accurately translate them.
DR2: Support discussion about nuances, performance, and
translation of lyrics. Participants in formative study commonly
engaged in discussions about song interpretation, mirroring how
individuals use online forums to learn and share insights [8, 45, 71].
They also recognized the potential of tools like ChatGPT to support
their workflow, aligning with recent work on using ChatGPT for
sign language translation [49, 61]. Based on these findings, we
incorporated an LLM-driven chat feature to ELMI, which allows
discussions across four key topics: meaning, glossing, emoting, and
timing. We intended to facilitate brainstorming and the exchange
of ideas, allowing song-signers to gain different perspectives and
supporting users in making artistic decisions.
DR3: Focus translation at a line level. Unlike typical text, song
lyrics are structured in lines rather than sentences and paragraphs,
and they often feature shorter, repetitive phrasing [15]. We found
from the formative study that song-signers typically gloss lyrics line
by line. In response, we designed ELMI to facilitate gloss creation,
discussion, and playback of the music video on a line-by-line basis.
This approach helps users break down the lyrics into manageable
sections, allowing them to focus on translating each line, while also
accommodating the iterative nature of refining individual lines to
achieve the best possible interpretation. We initially considered
supporting AI discussions about the general information of the
song to help users familiarize themselves with it before translation.
However, formative study participants rarely discussed such topics
with ChatGPT, and most preferred static materials or performance
videos for initial research. As a result, we limited AI discussions to
the line-by-line translation.

4.2 User Interface and Interaction Components
ELMI operates in twomodes: By default, the system is in theGlobal
Playmode, where the user can play the entire video using a conven-
tional video player ( e○ in Figure 1). In this mode, the Information

Panel (Figure 1- A ) serves as the user’s entry point for exploring
the story and meaning of the song; it displays essential song details,
such as genre, runtime, and behind-the-scenes insights, all sourced
from the song description of Genius music database [39]. While
the song is being played, the Translation Panel (Figure 1- B )
automatically scrolls to display the current line.

The user can enter the Line Loop mode by selecting a lyric
line on the Translation Panel. In this mode, the selected line is
highlighted (Figure 1- B , top), and the user can create and refine
glosses ( d○ in Figure 1) with real-time feedback from the chatbot
( f○ in Figure 1). In this mode, the Information Panel displays the
AI-generated analysis results for the line with guidance on emo-
tional expression such as non-manual signals (NMS), including a
Mood section ( a○ in Figure 1) with hashtagged emotions, and a
Performance Guide ( b○ in Figure 1) offering recommendations on
gestures and facial expressions (See Figure 1- A ).

On the Translation Panel, the user can write glosses directly
beneath each line of lyrics (See Figure 3). As they type, the system
provides real-time suggestions for one or two alternative versions
of the current input gloss, which users can choose to adopt (See
d○ in Figure 3). The user can still play and pause the video, but the
current line segment is looped (See b○ in Figure 3).

ELMI also supports discussion with an LLM-driven chatbot on
Chat Panel (Figure 1- C ) in Line Loop mode regarding artistic
interpretation and other topics related to the selected line. The user
can open a chat thread ( f○ in Figure 1) for each line by clicking
the ‘Start Chat’ button (See Figure 3, left). Once a chat thread is
open, users can either select from four shortcut buttons (Meaning,
Glossing, Emoting, Timing; g○ in Figure 1) or type their input
directly into the chat box. In Global Mode, previous chat threads
are displayed in a condensed format for fast navigation. To invite
the user to the discussion on lines that are potentially challenging to
translate, the system analyzes the lyrics in advance (c.f., Section 4.5)
and puts a light bulb icon ( b○ in Figure 4) on the noteworthy lines
( a○ in Figure 4). When the user initiates a chat thread for these
lines, the chatbot directly starts a discussion on the meaning of the
line ( c○ in Figure 4).

4.3 Conversational Design: 4 Main Discussion
Topics

The dialogue interaction is structured around key discussion topics
designed to support users throughout the translation process. The
process begins with a preprocessing stage, where ELMI analyzes
the lyrics to identify abstract or idiomatic language and generates a
default gloss along with additional relevant data, such as emotional
tones and timing cues. When a user requests glossing, ELMI sug-
gests translations based on the default gloss, contextualized to align
with the intended meaning of the lyrics. If a user provides their
own gloss, the ELMI recognizes this input, updating its suggestions
to align with the user’s input. This capability is managed through
specialized chatbot modules that handle different discussion topics
such as meaning extraction, gloss refinement, emoting, and timing:
• Meaning facilitates discussions about themessage of the song,
addressing poetic and ambiguous expressions, and considering
variations due to different cultures, ages, and locations.
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Figure 3: The lyric line translation pane. ELMI offers rich visual feedback to convey the song’s timing; the user can check
relative music position a○ at a verse level, as well as the line level b○. While the music is being played, the corresponding lyric
words highlight to enhance the user’s sense of timing c○. When the user is typing in the gloss, the system provides real-time
suggestion of alternative translations in varied lengths d○.
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Figure 4: ELMI analyzes the lyrics in advance and marks noteworthy lines potentially challenging to translate a○; In this case,
an American basketball player, ‘LeBron’ may not be recognized by users unfamiliar with the US sports scene. When the user
hovers over the annotation indicator b○, it shows a tooltip that invites the user to the discussion. If the user starts a chat thread
by clicking the indicator, the AI will start the discussion directly c○.

• Glossing focuses on discussing sign selection, including non-
manual signals (NMS). When there’s no user input gloss, ELMI
suggests ways to sign, while there’s user input, ELMI suggests
ways to improve signs.

• Emoting centers on discussing the tone, vibe, and emotion
of the song, encouraging conversations to explore ideas by using
facial expression and body language.

• Timing addresses questions about adjusting the length of the
gloss, offering users estimated timing without explicit numbers,
multiple options for gloss length.

4.4 Interacting with ELMI
In this section, we illustrate how ELMI can be used through a
scenario featuring Cindy, a Deaf song-signer with five years of
experience. Cindy is preparing to interpret BTS’s "Dynamite" in
real-time at an upcoming concert and decides to use ELMI to create
accurate glosses for the song.

After creating a new song project, Cindy enters the translation
page. To familiarize herself with the song, she plays the music
video, finding ELMI’s feature of highlighting sung words in real-
time particularly helpful for understanding the song’s timing. Cindy
begins her translation process by focusing on the first line of the
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song ( d○ in Figure 1). As she clicks on the line, the Information
Panel updates to provide a Mood and Performance guide ( A in
Figure 1). She confirms that her feelings about the song align with
ELMI’s interpretation, which suggests a joyful and uplifting mood
( a○ in Figure 1). ELMI also offers guidance on non-manual signals
(NMS) such as facial expressions, advising Cindy to “raise your
eyebrows and smile widely to emphasize the feeling of
being in the stars.” ( b○ in Figure 1). Reflecting on the lyrics
“’Cause I, I, I’m in the stars tonight,” Cindy writes her initial gloss as
“BECAUSE I PARTY TONIGHT.” ( d○ in Figure 1.)

However, uncertain about the meaning of “stars,” she opens
a new chat thread in the Chat Pane and asks ELMI for clarification.
ELMI suggests that “stars” could be a feeling of being extraordinary,
celebrated, or having a bright moment ( f○ in Figure 1). Taking this
into account, Cindy revises her gloss to “BECAUSE I SHINE, ENJOY
PARTY TONIGHT.” She then synchronizes her gloss with the music,
replaying the video in a loop. Noticing that her gloss is too long,
Cindy asks ELMI for timing advice and trims her gloss to “I
SHINE, PARTY TONIGHT,” confirming that it fits the song’s timing.

When Cindy encounters the line “Jump up to the top, LeBron,”
she’s unsure who “LeBron” refers to. She checks ELMI’s tooltip
( b○ in Figure 4), which annotates that “LeBron” refers to the bas-
ketball player LeBron James, noting that this cultural reference
may require additional context or finger spelling. Finding this line
challenging to translate into ASL, Cindy clicks the Glossing
button to get a suggestion from ELMI. ELMI suggests “JUMP TOP
F-S (FingerSpelling) ‘L-E-B-R-O-N’,” but Cindy opts to use a clas-
sifier to depict a basketball action, so she types “JUMP TOP CL-5
(basketball shooting).” ELMI’s feedback confirms that her transla-
tion maintains the flow and meaning of the original line. Cindy
then clicks Emoting and incorporates ELMI’s suggestions to
express the energy of jumping through her performance.

Cindy continues to gloss the song by line, interacting with ELMI
throughout the process. Once she finalizes her gloss, she uses ELMI
to play the music video from the beginning, signing along with the
song and using her glosses as a guide.

4.5 LLM-driven Conversational Pipelines
The conversation system in ELMI leverages OpenAI’s GPT-4 for
preprocessing, intent classification, and chatbot interactions. The

system uses tailored prompts specifically designed for each function
to ensure accurate and contextually relevant responses. Refer to
Appendix A.2 for an example of the prompt used for the discussion
with the chatbot.

4.5.1 Lyric Analysis. When a user creates a new project, ELMI
preprocesses the song by running the reference lyrics and metadata
through four inference modules, as shown in the pipeline diagram
(Fig. 5). The Line Inspector ( B○ in Figure 5) annotates each line for
challenges like poetic, cultural, or mismatched meanings. Based
on these notes ( C○ in Figure 5), the Base Gloss Generator ( D○ in
Figure 5) creates default glosses for all lines. Using these glosses
( E○ in Figure 5), the Performance Guide Generator ( F○) provides
performance recommendations for gestures and expressions ( G○ in
Figure 5), while the Alternative Gloss Generator ( H○ in Figure 5)
produces alternative glosses and longer or shorter versions for
all lines ( I○ in Figure 5). The Performance Guide Generator also
generates a new performance guide for the line when the user
updates its translation.

4.5.2 Intent classifiers. User input is processed either through
shortcut buttons ( d○ in Figure 1)) or direct input. When short-
cut buttons are used, the system passes the intent directly. For
open-ended queries, the intent classifier identifies the input and
categorizes it into one of the four discussion topics.

4.5.3 Chatbot. All user queries are saved, allowing the chatbot
to remember previous conversations and use the dialogue history
for future interactions. Based on the classified intent, the chatbot
selects prompts in two ways. (1) If there is no user-generated gloss,
it uses base inference results from the pre-processing stage. (2) If a
user-generated gloss exists, the prompts are adapted to incorporate
the gloss as input for further refinement.

ELMI’s prompt input is designed to facilitate thoughtful interac-
tion. As an active listener, ELMI encourages users to think critically,
posing reflective questions about the lyrics and glosses. ELMI’s role
is to assist users in improving their sign performance, while its
personality remains defined by clear communication, humor, empa-
thy, and sensitivity. ELMI keeps the conversation focused on lyric
interpretation while gently redirecting off-topic discussions and
offering continuous support. Responses are designed to be concise,
engaging, and thought-provoking.
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Figure 5: A pipeline for lyric analysis, which is part of pre-processing a song when the user creates a new project. Given the
reference lyrics andmetadata about the song and the user preference A○, the pipeline chains four LLM inference modules ( B○, D○,
F○, and G○) to generate notes on potential challenges when translating specific lines C○, base gloss translation E○, performance
guides for lines G○, and the longer and shorter versions of each gloss line I○.
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Table 1: Demographics, description, communication methods, and song-signing experience of our main study participants.

PID Age/Gender Description Role Song signing Communication Language

P1𝑑/𝐷 37/M
Deaf
(Profound/hearing aids)

Hobbyist (Church worship) Always/4 years Sign or talk (not at the same time) ASL/fluent

P2𝑑/𝐷 45/F
Deaf
(Profound/hearing aids)

Deaf artist Sometimes/25 years Sign or talk (not at the same time) ASL/native

P3𝑑/𝐷 48/F
Deaf
(Profound/hearing aids)

Official ASL interpreter Often/30 years Sign or talk (not at the same time) ASL/native

P4𝑑/𝐷 36/M
Hard of hearing
(Profound/hearing aids)

Deaf artist Often/14 years Sign or talk (not at the same time) ASL/fluent

P5𝑑/𝐷 32/M
Hard of hearing
(mild/none)

Official ASL interpreter Often/15 years Sign or talk (not at the same time) ASL/fluent

P6𝑑/𝐷 43/F
Hard of hearing
(mild/none)

Hobbyist (Church worship) Often/4 years Talk only PSE/moderate

P7𝐻𝑔 36/M Hearing Freelance ASL interpreter Sometimes/4 years Talk only PSE/fluent

P8𝐻𝑔 27/F Hearing Hobbyist Sometimes/12 years Talk only PSE/moderate

P9𝐻𝑔 25/M Hearing Deaf school teacher Sometimes/4 years Sign or talk (not at the same time ASL/moderate

P10𝐻𝑔 36/Non-binary Hearing ASL artist Always/12 years Sign and talk at the same time ASL/fluent

P11𝐻𝑔 67/F Hearing Hobbyist (Church worship) Often/20 years Sign or talk (not at the same time) ASL/moderate

P12𝐻𝑔 36/M Hearing Hobbyist Rarely/7 years Talk only ASL/novice

P13𝐻𝑔 30/F Hearing Official ASL interpreter Rarely/8 years Sign or talk (not at the same time) ASL/fluent

4.6 Implementation
We developed ELMI’s interface as a web application using Type-
Script with React.js. The backend is powered by Python and built
with the FastAPI framework, which serves as a REST API to man-
age both data and computational pipelines. These pipelines were
implemented using LangChain to streamline multiple steps of LLM
inferences, with data validation handled by Pydantic. A SQLite
database is used to track the status of translations, messaging, and
analysis results.

To provide fine-grained, real-time visual feedback for lyrics while
playing audio, we used word-level timestamps (i.e., start and dura-
tion) of lyrics automatically generated through sequence matching
and automatic speech recognition (ASR). The pipeline leverages
reference lyrics from Genius.com [39] lyric database and obtains
word-level timestamps matching the lyrics with the ASR transcrip-
tion results from OpenAI Whisper API [55], which provides word-
level timestamps for transcription. To improve accuracy, we first
segmented the audio by lines using the subtitle information in the
song’s official YouTube video and generated word-level timestamps
for each line. (Refer to Appendix A.3 where we describe the detailed
pipeline steps.)

5 User study
We conducted an exploratory user study with ELMI, employing
observation methods to examine how a Large Language Model
(LLM) chat agent can support song-signing gloss creation. To ensure
the effectiveness of the system and the study protocol, we refined
both through two pilot sessions with hard-of-hearing song-signers.
The study protocol was approved by our Institutional Review Board.

5.1 Participants
We recruited 13 song-signers (P1–13) through various channels,
including social media platforms such as Facebook groups and
Reddit, email lists, word of mouth, and snowball sampling. Three
participants self-identified as deaf, three as hard of hearing, and
the remaining seven as hearing. Our inclusion criteria required par-
ticipants to (1) have completed at least three song-signing projects
before the study, (2) be aminimumof 18 years old, (3) be comfortable
reading and writing in English, and (4) use American Sign Language
(ASL) or Pidgin Signed English (PSE) in their song-signing work.
Table 1 summarizes the demographic of our study participants.
Participants were aged between 25 and 67 years (𝑀 = 38.3) and
included 9 males, 4 females, and 1 non-binary individual. Ten out
of 13 participants communicated primarily in ASL, with others
using Pidgin Signed English (PSE). On average, participants had
12.2 years of experience in song-signing, with their involvement
ranging from 4 to 30 years, driven by professional and personal
motivations, ranging from ASL interpreters and artists to hobbyists
and Deaf school teachers.

5.2 Songs for Translation
Our study involved translating two songs. First, participants trans-
lated the same song (referred to as the Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 hereinafter) so
that we could observe common interaction patterns and diversity
of translation. Second, each participant chose one song (referred to
as the Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 hereinafter) they wanted to translate.

For the Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , we selected “Butter” by “BTS” 5, consider-
ing its moderate complexity, clear emotional tone, and being free

5https://www.youtube.com/watch?v=WMweEpGlu_U

https://www.youtube.com/watch?v=WMweEpGlu_U
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of explicit content. The song conveys themes of self-discovery, re-
silience, and love [62, 75]. The song’s lyrics, which include multiple
types of figurative language such as metaphors, similes, hyperbole,
and personification [5, 22, 26], which was suitable to test ELMI’s
ability to interpret and gloss complex expressions.

For the Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , we asked participants to select up to three
candidate songs that meet the following criteria: (1) written in Eng-
lish, (2) with an official music video available on YouTube, and (3)
with reference lyrics available online. Participants were encouraged
to choose preferred songs, as this would likely lead to meaningful
interactions. The list of selected songs and YouTube videos used in
the study is provided in Appendix A.4.

5.3 Study Procedure
5.3.1 Pre-study Preparation. Before the main study session, partic-
ipants completed a pre-study survey, which collected demographic
information, hearing description, song-signing experience, ASL
expertise, and details about the tools and methods they used for
song-signing and gloss creation. Participants also submitted three
candidates for the Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 .

5.3.2 Main Study Session. Each participant engaged in a 2-hour
main study session remotely on Zoom. Depending on their hearing
capability, the session was carried on via spoken language with
live captioning, Zoom chats, or with an ASL interpreter. The Zoom
session was audio- and video-recorded for analysis.
Briefing and Tutorial. We first described the goal of our study
and the study protocol, covering the overall process of creating a
project, glossing, and chatting. As a tutorial for the ELMI interface,
participants shared their screen and tried ELMI with the example
song, “Viva La Vida” by Coldplay. Participants were allowed to
practice with the tool until they felt confident about the interface.
This phase took about 20 minutes.
Song Translation. Participants created glosses using ELMI for
two projects, translating Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . Due to time
constraints, we asked participants to translate only the first verse
of each song. We allowed up to 30 minutes for each song but also
asked not to rush to finish within the time limit and to prioritize
the translation quality as usual.
Debriefing.We conducted a semi-structured interview around 30
minutes at the end of the session. We asked participants about
their experience with ELMI, the quality of translation they created,
the benefits and concerns of ELMI, and follow-up questions based
on our observations in the translation phase. We also asked them
how they envision ELMI to be applied to their workflow and their
behavioral intention to use the tool after the study. We offered
participants a 75 USD Amazon gift card for their participation.

5.3.3 Post-study Assignments. Due to the time constraints, most
participants did not finish the two songs during the session. Hence,
we asked participants to finish verse 1 of the Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 after
the study session, offering additional incentives of 25 USD. Partici-
pants also optionally completed the Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 and submitted a
post-study survey, where we asked about their experience of us-
ing ELMI in their own environment. This survey also included a
5-point Likert scale questionnaire consisting of questions derived
from the Technology Acceptance Model (TAM) [18] regarding the

self-assessed quality of translation, ease of use, and willingness to
use ELMI. Participants who finished this optional task were com-
pensated with an additional 80 USD. All participants except P5𝑑/𝐷
and P13𝐻𝑔 completed post-study tasks.

5.4 Analysis
Glossing.We analyzed the translation results of the Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑

from 11 participants who completed the first verse. Key metrics
such as the number of lines completed and the average word count
were analyzed using Pandas6 in Python.
Chats. We examined chat threads of both Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and
Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 from 11 participants who completed post-study as-
signments. We defined a turn as a single message exchange, with
user turns representing participant messages and system turns rep-
resenting those by ELMI. Using the Pandas Python package, we
computed various descriptive statistics, such as the total number of
turns per session. Additionally, we categorized conversation turns
using a top-down approach based on four discussion topics, and
researchers independently coded the dialogues of three participants.
Interviews and Surveys. We also analyzed debriefing transcripts,
post-study surveys, and video recordings and screen captures, to
understand participants’ perspectives and expectations regarding
ELMI. Thematic analysis [9] was employed to code and examine
the transcripts. Initial coding was performed by two researchers
independently, followed by iterative discussions to resolve discrep-
ancies and refine the codes. Recurring codes were then grouped into
broader categories and further distilled into key themes through
team discussions. Three key themes emerged: interactions with
ELMI, including the four discussion topics; perceptions of ELMI’s
tone and its influence on translation ownership; and the benefits
and challenges experienced while using ELMI.

6 Results
This section presents the study’s findings across five key areas: (1)
Translation Outputs, (2) Conversations with ELMI, (3) Perceptions
of ELMI and (4) Strengths and Limitations of Using ELMI.

6.1 Translation Outcome
We present the glossing results for Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , BTS’s “Butter” to
examine how ELMI affected the diversity of translations produced
by participants for the same lyrics. We analyzed the first three parts
(Verse 1, Pre-chorus, Chorus), comprising 19 lines with a total of
105 words. Among the participants, six (3 d/Deaf, 3 hearing) used
ASL, while five (2 d/Deaf, 3 hearing) used PSE. Participants spent
varied time translating lyrics during the main session, completing
between 3 and 19 lines, with an average completion of 9.82 lines
(𝑆𝐷 = 5.25,𝑚𝑖𝑛 = 2,𝑚𝑎𝑥 = 19 ).

Table 2 summarizes the translation result of the first verse of
Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 by 11 participants who completed the post-study as-
signments. Participants produced a wide variety of gloss transla-
tions, incorporating non-manual signals (NMS), such as classifiers,
visual vernacular, facial expressions, and body language. On av-
erage, participants used 3.72 signs per line (𝑆𝐷 = 1.38,𝑚𝑖𝑛 = 1.9,
𝑚𝑎𝑥 = 5.72), with 0.44 NMS per line (𝑆𝐷 = 0.91, 𝑚𝑖𝑛 = 0.09,
6https://pandas.pydata.org/

https://pandas.pydata.org/
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𝑚𝑎𝑥 = 1.09). There was a high individual variance in both the num-
ber of signs and NMS. We did not observe a significant difference
between the d/Deaf and hearing participants (3.61 signs and 0.75
NMS per line for d/Deaf, and 3.81 signs and 0.18 NMS per line for
hearing participants), although d/Deaf participants tended to use
NMS more actively.

To assess the diversity of translation among participants, we cal-
culated the average overlap coefficient7 of pairwise combinations
of manual signs for each lyric line (See Table 2, ‘Average Overlap’).
The average overlap coefficient of ASL signs of 19 lines was 36.36%
(𝑆𝐷 = 20.53%, 𝑚𝑖𝑛 = 0%, 𝑚𝑎𝑥 = 72.22%), and that of PSE was
38.39% (𝑆𝐷 = 21.62%,𝑚𝑖𝑛 = 0%,𝑚𝑎𝑥 = 80.38%), suggesting that
participants shared around one-third of signs for the same line.
For instance, when translating line 2, “Like a criminal undercover,”
PSE participants seemed to assign literal signs such as “LIKE SE-
CRET THIEF” [ P7𝐻𝑔 ]. In contrast, ASL participants produced more
diverse and distinct signs such as “ITSELF THEFT OVERLOOK”
[ P1𝑑/𝐷 ] or “PERSON DANGEROUS DISGUISE” [ P3𝑑/𝐷 ].

6.2 Conversation with ELMI
Overall, participants opened a total of 222 threads, with 114
threads from Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and 108 from Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . These threads
comprised 1,346 messages—730 from Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and 616 from
Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , featuring 563 usermessages (308 from Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , 255
from Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 ) and 775 system messages (414 from Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 ,

7Calculated with the length of intersection of the word sets A and B divided by the
length of min(A, B)

361 from Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 ). For Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , participants opened an av-
erage of 10.36 threads from 19 lines (𝑆𝐷 = 5.32,𝑚𝑖𝑛 = 3,𝑚𝑎𝑥 = 17),
with each thread containing 5.91 messages (𝑆𝐷 = 1.97,𝑚𝑖𝑛 = 3.5,
𝑚𝑎𝑥 = 10.53). As for Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , participants opened an average
of 9.82 threads from 47.36 lines (𝑆𝐷 = 7.07,𝑚𝑖𝑛 = 1,𝑚𝑎𝑥 = 23),
with each thread containing 5.14 messages (𝑆𝐷 = 1.61,𝑚𝑖𝑛 = 3,
𝑚𝑎𝑥 = 7.73) (See Table 3). To interact with ELMI, participants ei-
ther clicked on one of four shortcut buttons (See d○ in Figure 1) or
typed manual inputs. Participants used both shortcut message and
manual message in a similar manner (See Table 3). Regarding the
four discussion topics, participants rated them as both useful (See
Figure 6) and frequently used (See Table 4) in the following order:

glossing, meaning, emoting, and timing.
Meaning was frequently discussed at the beginning of their

threads to explore how to interpret specific words, 7.9 times (𝑆𝐷 =

6.25,𝑚𝑖𝑛 = 0,𝑚𝑎𝑥 = 17) for Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and 4.55 times (𝑆𝐷 = 4.1,
𝑚𝑖𝑛 = 0, 𝑚𝑎𝑥 = 12 for Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 (See Table 4). Meaning
was rated 3.81 on average (𝑆𝐷 = 1.25,𝑚𝑖𝑛 = 2,𝑚𝑎𝑥 = 5), where
d/Deaf participants gave 4 (𝑆𝐷 = 1.22), and hearing participants
gave 3.66 (𝑆𝐷 = 1.37) (See Figure 6). P6𝑑/𝐷 engaged with ELMI
to interpret “Cool shade stunner”. ELMI broke down the metaphor
and encouraged P6𝑑/𝐷 to consider the symbolic meaning and how
it could be visually represented (See Dialogue 1).

Participants valued its ability to clarify and contextualize song
lyrics, enabling them move beyond literal translations to more
nuanced, expressive interpretations. As P2𝑑/𝐷 noted, “In the past,
my translations were usually very literal. I didn’t think about the
abstract meaning. But now, with ELMI, I realize I can create more

Table 2: Summary of participants’ translation of the first verse of Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , including the word count of gloss lines and the
average of pairwise overlap coefficient across participants’ gloss words for the same line. 0% of average overlap means that all
glosses from participants include distinct words.

Gloss word count
Line Lyric Lang Example gloss

Min Max Mean SD
Avg. overlap

ASL ME SAME-AS BUTTER SMOOTH ( P10𝐻𝑔 ) 2 5 3.50 1.22 67.33%
1 Smooth like butter

PSE SMOOTH LIKE BUTTER ( P6𝑑/𝐷 , P8𝐻𝑔 , P11𝐻𝑔 ) 3 5 3.80 1.10 62.00%

ASL PERSON DANGEROUS DISGUISE ( P3𝑑/𝐷 ) 2 3 2.83 0.41 0.00%
2 Like a criminal

undercover PSE LIKE SECRET THIEF ( P7𝐻𝑔 ) 3 5 3.60 0.89 32.50%

ASL GUN [LCL“shoot”] ( P2𝑑/𝐷 ) 1 4 2.83 1.17 11.11%
3 Gon’ pop like trouble

PSE APPEAR LIKE TROUBLE ( P8𝐻𝑔 , P11𝐻𝑔 ) 3 4 3.20 0.45 50.00%

ASL PENETRATE HEART HEART [CL “pump”] ( P10𝐻𝑔 ) 2 5 3.17 1.17 53.33%
4 Breakin’ into your heart

like that PSE ME ENTER YOUR HEART ( P6𝑑/𝐷 ) 3 5 4.40 0.89 22.33%

ASL
[CL:1 “person wearing sunglasses, looking cool”] [HEAD-tilt
“same as music video”] ( P2𝑑/𝐷 )

0 4 2.83 1.17 22.22%
5 Cool shade stunner

PSE COOL SHADE AWESOME PERSON ( P7𝐻𝑔 ) 1 4 3.00 1.22 9.17%

ASL [HEAD-nod] THANK MOTHER ( P2𝑑/𝐷 ) 2 6 3.50 1.38 21.67%
6 Yeah, I owe it all

to my mother PSE ME OWE MOM EVERYTHING ( P8𝐻𝑔 ) 3 7 5.40 1.82 27.86%

ASL SUNSHINE [CL:5 “coming from me”] ( P10𝐻𝑔 ) 1 4 2.67 1.03 55.56%
7 Hot like summer

PSE HOT LIKE SUMMER ( P6𝑑/𝐷 , P8𝐻𝑔 ) 3 5 4.00 1.00 79.83%

ASL YOU SWEAT YES ( P12𝐻𝑔 ) 2 5 3.67 1.21 46.11%
8 Yeah, I’m makin’ you

sweat like that PSE ME CAUSE YOU SWEAT ( P4𝑑/𝐷 , P6𝑑/𝐷 , P8𝐻𝑔 ) 2 8 4.60 2.79 40.36%

ASL RELAX ENJOY ( P2𝑑/𝐷 ) 1 4 2.00 1.10 6.67%
9 Break it down

PSE DANCE ( P8𝐻𝑔 ) 1 3 1.80 0.84 0.00%
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Table 3: Average number of messages per thread and the
breakdowns of user-generated messages from the shortcut
buttons (shortcut messages) and those typed manually (man-
ual messages) per participant.

Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑

# of messages per thread 5.91 (𝑆𝐷 = 1.97) 5.14 (𝑆𝐷 = 1.61)

d/Deaf only 5.75 (𝑆𝐷 = 1.72) 4.74 (𝑆𝐷 = 1.98)

hearing only 6.03 (𝑆𝐷 = 2.31) 5.47 (𝑆𝐷 = 1.34)

# of shortcut messages 13.36 (𝑆𝐷 = 11.93) 11.55 (𝑆𝐷 = 9.77)

d/Deaf only 7.20 (𝑆𝐷 = 8.50) 5.40 (𝑆𝐷 = 7.09)

hearing only 18.5 (𝑆𝐷 = 12.55) 16.67 (𝑆𝐷 = 9.03)

# of manual messages 14.64 (𝑆𝐷 = 17.98) 11.64 (𝑆𝐷 = 12.71)

d/Deaf only 16.2 (𝑆𝐷 = 19.05) 8.40 (𝑆𝐷 = 12.58)

hearing only 13.33 (𝑆𝐷 = 18.76) 14.33 (𝑆𝐷 = 13.32)

Table 4: Average number of messages per participant by dis-
cussion topic.

Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑

# of Meaning messages 7.90 (𝑆𝐷 = 6.25) 4.55 (𝑆𝐷 = 4.10)

d/Deaf only 9.20 (𝑆𝐷 = 6.87) 5.00 (𝑆𝐷 = 5.00)

hearing only 6.83 (𝑆𝐷 = 6.11) 4.17 (𝑆𝐷 = 3.66)

# of Glossing messages 14.64 (𝑆𝐷 = 13.98) 11.90 (𝑆𝐷 = 11.28)

d/Deaf only 10.00 (𝑆𝐷 = 7.78) 5.00 (𝑆𝐷 = 5.00)

hearing only 18.50 (𝑆𝐷 = 6.11) 17.67 (𝑆𝐷 = 12.13)

# of Emoting messages 4.10 (𝑆𝐷 = 4.57) 4.63 (𝑆𝐷 = 8.20)

d/Deaf only 3.00 (𝑆𝐷 = 3.08) 1.80 (𝑆𝐷 = 2.49)

hearing only 5.00 (𝑆𝐷 = 5.66) 7.00 (𝑆𝐷 = 10.71)

# of Timing messages 1.36 (𝑆𝐷 = 1.12) 2.10 (𝑆𝐷 = 2.07)

d/Deaf only 1.20 (𝑆𝐷 = 1.30) 2.00 (𝑆𝐷 = 2.55)

hearing only 1.50 (𝑆𝐷 = 1.05) 2.17 (𝑆𝐷 = 1.35)

ELMI

The phrase “Cool shade stunner” is poetic, employing a metaphor
to convey a style or attitude that may be difficult to interpret
directly into sign language.

What do you think the author means by “cool shade”?
Is it about being physically cool or could it symbolize something
else, like a relaxed, confident style?
Is there a “cool shade” sign that might capture that feeling?

P6𝑑/𝐷 I think it’s symbolic of someone being really suave and smooth to
get into someone’s heart.

ELMI

That’s an interesting perspective, [P6’s nickname]! The idea of
someone being suave and smooth certainly fits the essence of the
lyric. Now, thinking about translating that into PSE, how would you
visually express “suave” and “smooth”? Do you think you’d use
certain movements or expressions to convey that relaxed confidence
we talked about?

Dialogue 1. Example conversation on Meaning

visual interpretations. It’s not just a word-for-word translation but

something more engaging.” The discussion was particularly effective
in interpreting poetic language, offering alternative perspectives
that helped participants explore different interpretations.

Glossing was the most frequently used and highly rated topic:
14.64 times (𝑆𝐷 = 13.98, 𝑚𝑖𝑛 = 1, 𝑚𝑎𝑥 = 50) for Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑

and 11.9 times (𝑆𝐷 = 11.28,𝑚𝑖𝑛 = 0,𝑚𝑎𝑥 = 38) for Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑
(See Table 4). It had an average rating 3.9 (𝑆𝐷 = 1.04, 𝑚𝑖𝑛 = 2,
𝑚𝑎𝑥 = 5), 4 from d/Deaf participants (𝑆𝐷 = 1), and 3.83 from
hearing participants (𝑆𝐷 = 1.17) (See Figure 6). Song-signers often
relied on it to get feedback on their glosses. For example, P7𝐻𝑔

asked ELMI for guidance on a specific signing selection, and ELMI
suggested several ways to combine signs to enhance expressive
quality (See Dialogue 2).

P7𝐻𝑔 Using the “chilled girl” sign along with the “butter” sign is a good
match?

ELMI

Using “CHILLED GIRL” with the “BUTTER” sign could indeed be
a creative match, as it blends the relaxed and smooth concepts
together in a visually expressive way.

Here’s how you might combine them:
1.“CHILLED” - Sign “RELAX” or “COOL” to capture the essence
of being chilled.
2. “GIRL” - Sign “GIRL” with a thumb brushing the cheek.
3. “BUTTER” - Add the sign for “BUTTER,” which you can do
by mimicking a smooth, spreading motion with your hand, like
spreading butter on bread.
So your combined gloss might look like this: “RELAX GIRL BUT-
TER” or “COOL GIRL BUTTER” with smooth, flowing motions
to emphasize the cool and effortless vibe.

Does this combination feel like it captures the meaning and essence
you’re going for?
Would you like to explore any additional elements to enhance it?

Dialogue 2. Example conversation on Glossing.

Both d/Deaf and hearing participants found the Glossing
valuable for exploring alternative options for specific phrases or
signs, enabling creativity and adjustments based on the context
and tone of the song. The feedback provided by ELMI was also
well-received, as P9𝐻𝑔 noted, “Glossing is more effective when I
suggested my own ideas, as ELMI explains synonymous words and
also offers suggestions on how to convey the message.”

Emoting was used 4.1 times (𝑆𝐷 = 4.57,𝑚𝑖𝑛 = 0,𝑚𝑎𝑥 = 14)
for Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and 4.63 times (𝑆𝐷 = 8.2,𝑚𝑖𝑛 = 0,𝑚𝑎𝑥 = 28) for
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Figure 6: Likert-scale ratings of the 4 discussion topics (1: not
useful 5: extremely useful).
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Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 (See Table 4). Emoting had an average rating 3.09
(𝑆𝐷 = 1.58, 𝑚𝑖𝑛 = 1, 𝑚𝑎𝑥 = 5), where d/Deaf participants gave
2.8 (𝑆𝐷 = 2.04), and hearing participants gave 3.33 (𝑆𝐷 = 1.21)
(See Figure 6). It provided participants with suggestions on how to
enhance the performance of specific lyrics through facial expres-
sions and body language. For example, P3𝑑/𝐷 asked about using
“raised eyebrows” after finalizing her gloss “SUDDENLY DANGER”
to translate the phrase “Gon’ pop like trouble.” (See Dialogue 3.)

P3𝑑/𝐷 RAISED EYEBROWS

ELMI

Raised eyebrows can definitely convey surprise and alertness, which
fit perfectly with “SUDDENLY DANGER.”

Would you also consider adding a quick, sharp movement with
your hands to emulate the suddenness?
Or perhaps a slight lean forward to convey the immediate attention
the situation demands?

What do you think would pair well with those raised eyebrows to
fully capture the impact?

P3𝑑/𝐷 YES

ELMI
Fantastic! Raised eyebrows paired with a quick, sharp hand move-
ment and a slight lean forward should effectively convey “SUD-
DENLY DANGER.”

Dialogue 3. Example conversation on Emoting.

Most hearing participants (𝑁 = 6) found the Emoting con-
versation valuable for its guidance on facial expressions and body
language, helping them to convey emotions effectively. This fea-
ture was likened to “Surrogacy in ASL ( P10𝐻𝑔 )” and “Acting notes
from a director ( P10𝐻𝑔 )”, with an appreciation for its conceptual
approach. However, most d/Deaf participants (𝑁 = 4), who already
internalized sign language’s emotional aspects, found the feature
less relevant or redundant. P1𝑑/𝐷 noted, “Because I grew up as a
Deaf person, I’m already expressive with my face.”

Timing was used 1.36 times (𝑆𝐷 = 1.12, 𝑚𝑖𝑛 = 0, 𝑚𝑎𝑥 = 3)
for Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 and 2.1 times (𝑆𝐷 = 2.07, 𝑚𝑖𝑛 = 0, 𝑚𝑎𝑥 = 6)
for Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 (See Table 4). Timing was rated 2.73 on aver-
age (𝑆𝐷 = 1.34, 𝑚𝑖𝑛 = 1, 𝑚𝑎𝑥 = 5), 3.2 by d/Deaf participants
(𝑆𝐷 = 1.64), 2.33 by hearing participants (𝑆𝐷 = 1.03) (See Figure 6).
Participants checked the timing of the glosses to align them with
the rhythm and tempo of the song (See Dialogue 4).

P12𝐻𝑔 Yes that sounds great! How about the timing?

ELMI

Great question about timing! Because ASL is so visual, you can
match the gloss with the rhythm of the song seamlessly.

Imagine signing “MELT” with a smooth, fluid motion, taking
your time to show the melting process, then transitioning into
“SMOOTH” just as effortlessly.
You can slow down your signs to match the song’s tempo.

Does that match how you envision it? How do you think your
audience will perceive the timing and the flow?

Dialogue 4. Example conversation on Timing.

Even though both d/Deaf and hearing participants did not discuss
Timing extensively, its explanatory value was appreciated. Some

participants (𝑁 = 5) found Timing particularly useful as a “cross-
check tool ( P7𝐻𝑔 )”, especially when signing along with “fast songs
( P6𝑑/𝐷 )”, to ensure they were on the right track with the rhythm.
The perceived importance of Timing varied among users. Those
with more experience or a natural sense of rhythm often found it
less critical, while beginners or those less familiar with musical
timing considered it more valuable. As P11𝐻𝑔 noted, “[...] it[Timing]
is not as crucial as it is for hearing people who are more attuned to
musical timing.”

6.3 Perceived Attitude and Ownership
Reflecting on the conversation with the ELMI chatbot, participants
reported various attitudes and stances of the chatbot. Participants
generally found ELMI to be encouraging and supportive in the
translation process, helping users feel more confident in their work,
while it sometimes provided critical and constructive suggestions
helping participants fine-tune their translations. P7𝐻𝑔 and P4𝑑/𝐷
noted that ELMI supported balancing between their initial ideas
and refined ones: “The suggestions helped me align my approach,
providing a healthy middle ground if I was overthinking or missing
something. ( P4𝑑/𝐷 )” ELMI was also informative and guiding by
providing context that deepened participants’ understanding of the
songs. P7𝐻𝑔 and P10𝐻𝑔 highlighted how ELMI helped them grasp
the essence of the songs, which enhanced their interpretations:
“There are times when I’m not aware of the context, but ELMI already
understands it, guiding me setting the mood, facial expressions, and
the story I should convey. Those suggestions are critical. ( P7𝐻𝑔 )”

In the post-study survey, participants highly rated their control
or authorship over the final gloss, rating 4.63 out of 5 (𝑆𝐷 = 0.5,
𝑚𝑖𝑛 = 4,𝑚𝑎𝑥 = 5; see Figure 7- G ). During debriefing, the majority
of participants (𝑁 = 11) echoed this sentiment, noting that they re-
tained control over their work. They appreciated that ELMI did not
impose decisions but instead supported their autonomy throughout
the translation process. Participants generally valued their own in-
tuition and experience over ELMI’s suggestions, particularly when
they disagreed with the tool’s input. They used ELMI’s input as a
starting point or an additional perspective rather than as a final
directive. Consistently, participants expressed a strong sense of
ownership over their glosses. P12𝐻𝑔 noted, “I would definitely give
you credit, but it still feels like the work is mostly mine.”

However, a few participants felt that ELMI sometimes overshad-
owed their expertise, leading to moments of self-doubt and frustra-
tion. P3𝑑/𝐷 mentioned feeling discouraged when the AI suggested
solutions they had already considered, creating a sense of com-
petition rather than collaboration. Similarly, P11𝐻𝑔 noted that
ELMI’s suggestions occasionally did not align with their intended
interpretation, causing them to question their own decisions.

6.4 Strength and Drawbacks of ELMI
In the post-study survey, participants highly evaluated their satis-
faction with the quality of translation they produced using ELMI,
rating an average of 4.27 out of 5 on a Likert scale (𝑆𝐷 = 0.65,
𝑚𝑖𝑛 = 3,𝑚𝑎𝑥 = 5). Participants found ELMI easy to use, giving it
an average rating of 4.36 out of 5 (𝑆𝐷 = 0.5,𝑚𝑖𝑛 = 4,𝑚𝑎𝑥 = 5).
d/Deaf participants rated it 4.2 (𝑆𝐷 = 0.45), while hearing partici-
pants rated it slightly higher at 4.5 (𝑆𝐷 = 0.55) (See Figure 7- C ).
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Figure 7: Likert-scale ratings results for quality of gloss, discussion, ease of use, reduction of effort, intention of use, accuracy,
and control (1: negative, 5: positive)

In terms of reducing participants’ effort, ELMI received an average
rating of 3.63 (𝑆𝐷 = 0.8,𝑚𝑖𝑛 = 2,𝑚𝑎𝑥 = 5), with d/Deaf partici-
pants giving it a 3.4 (𝑆𝐷 = 0.89) and hearing participants rating it
3.83 (𝑆𝐷 = 0.75) (See Figure 7- D ).

However, participants were more critical of ELMI’s accuracy,
with an average rating of 3.45 out of 5 (𝑆𝐷 = 0.93,𝑚𝑖𝑛 = 2,𝑚𝑎𝑥 = 5).
d/Deaf participants rated the accuracy at 3.4 (𝑆𝐷 = 0.54), while
hearing participants rated it 3.5 (𝑆𝐷 = 1.22) (See Figure 7- F ).

6.4.1 How ELMI Supported the Translation Workflow. Participants
expressed a strong interest in integrating ELMI into their workflow,
with an average willingness rating of 4.36 out of 5 on the Likert
scale (𝑆𝐷 = 0.67, 𝑚𝑖𝑛 = 3, 𝑚𝑎𝑥 = 5). d/Deaf participants rated
their willingness slightly higher, at 4.6 (𝑆𝐷 = 0.55), while hearing
participants rated it 4.17 (𝑆𝐷 = 0.75). Figure 8 summarizes the
main features of ELMI that participants mentioned as the top three
favorites in the post-study surveys. In the following, we cover the
noteworthy features.
Line-by-line Focus.Most of the participants (𝑁 = 8, 4 d/Deaf and 4
hearing) liked ELMI’s ability to break down song lyrics into “lines”,
making the translation process more precise (See Figure 8). This
was particularly useful for complex lyrics, where understanding
the meaning is crucial. Additionally, looping specific lines with the
video was received as useful for practice and refinement. P11𝐻𝑔

mentioned ELMI’s “line-by-line setup made it easy to see how the per-
son in the video is conveying emotions and actions, which is incredibly
helpful for aligning translation with the intended expression.”
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Figure 8: Distribution of participant responses (39 total) re-
garding the strengths of ELMI across three choices.

Interactive Discussion and Chat. As P9𝐻𝑔 described, “It doesn’t
feel like you’re alone in interpreting”, discussing with ELMI was
highly rated by participants (𝑁 = 8, 2 d/Deaf and 6 hearing) for
providing a sense of independence and efficiency during the trans-
lation process, reducing their reliance on other people for feedback
(See Figure 8). P2𝑑/𝐷 remarked, “[...] Without ELMI, I’d have to ask
my interpreter how the voice sounds, which can be a long process. It
really depends on the person I’m working with, and I have to trust
them more. But ELMI gives me more confidence and independence.”
Although P13𝐻𝑔 also noted that it may not entirely replace the
need for direct consultation when facing difficult decisions, P10𝐻𝑔

mentioned that ELMI serves as an effective “intermediary tool,”
helping to refine initial thoughts before seeking further input from
others making the process more thorough and reflective.
ALL-IN-ONE workplace. The integration of lyrics, glosses, videos,
and contextual information into a single platform was widely seen
as a major advantage (𝑁 = 6, 2 d/Deaf and 4 hearing), streamlining
the workflow and allowing participants to focus more on the trans-
lation itself (See Figure 8). P4𝑑/𝐷 highlighted the convenience of
this approach: “Normally, I would have to navigate between different
resources, which can be cumbersome. If I needed to verify something,
I had to keep going back and forth.”
Synced Lyrics with Music Video. Deaf participants particularly
valued ELMI’s ability to synchronize lyrics with the music, making
the process of matching the song’s tempo more accessible. Usu-
ally, this process involved filming themselves, using metronomes,
and consulting with interpreters to ensure their sync was accurate.
However, ELMI simplified this for deaf participants. P2𝑑/𝐷 high-
lighted the effectiveness of the visual cues: “I like the highlighted
words in red that pop up. With the cues, I can easily follow the beat
and see which word is currently being emphasized. As a deaf person,
it’s very helpful to see those and understand the song’s tempo.” P1𝑑/𝐷
referred to this feature as “Karaoke methods”: “It allows me to see
where the song is sung. I’m profoundly deaf and wanted to know this!”

6.4.2 Challenges and Concerns of ELMI. Besides the benefits, par-
ticipants also encountered challenges and shared various concerns
about ELMI regarding the d/Deaf community and culture.
Loss of Human Interaction and Cultural Appropriation. Some
participants ( P3𝑑/𝐷 , P7𝐻𝑔 ) expressed concern that ELMI dimin-
ishes the “personal touch of human interaction ( P3𝑑/𝐷 )”. They
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missed the immediate feedback and personalized discussions that
typically come fromworkingwith other people. Additionally, d/Deaf
participants voiced concern that hearing individuals using ELMI
might unintentionally engage in cultural appropriation, urging for
careful usage: “I think interpreting songs really needs to spotlight the
Deaf community. If a hearing person uses technology like ELMI, it
might lead to cultural appropriation. They might use it for their own
benefit, without the intention of spreading sign language or supporting
the Deaf community.” ( P2𝑑/𝐷 )

Participants suggested ways to ensure accuracy and help main-
tain the human element in interpreting songs. d/Deaf participants
( P2𝑑/𝐷 , P3𝑑/𝐷 ) suggested collaboration features to share their
work with interpreters, take notes, and get feedback from others to
refine their signs. Additionally, P10𝐻𝑔 emphasized the importance
of adding a disclaimer: “This tool doesn’t replace the expertise of a
Deaf person. When signing music, it’s important to consult with a
Deaf person, even when using this tool.”, reminding users to consult
with Deaf individuals during the translation process. Furthermore,
P11𝐻𝑔 highlighted the need to integrate feedback from the Deaf
community regarding the use of AI in conveying nuanced expres-
sions. “The effectiveness of AI in conveying expressions is still uncer-
tain. I believe a real person could convey these nuances better than
AI. It might be useful to survey the Deaf community to understand
their preferences whether they’d prefer real human demonstrations or
if they’d be comfortable with AI-generated visuals.”
English-centric Generation hampering Accuracy and Depth
of Translation. ELMI was seen to be “English-focused ( P3𝑑/𝐷 )”,
with its concepts presented from a “non-Deaf perspective ( P10𝐻𝑔 )”.
Participants ( P3𝑑/𝐷 , P10𝐻𝑔 , P13𝐻𝑔 ) noted that ELMI might be
better suited for Pidgin Sign Language (PSE) or Signed Exact Eng-
lish (SEE). P13𝐻𝑔 noticed ELMI often adhered English word order,
lacking deeper integration with ASL grammar and nuances: “I’m
noticing that ELMI’s suggestions for the gloss are still following Eng-
lish word order, even though it was set to ASL. I understand that it’s
challenging for AI to grasp ASL grammar. For example, using signs
like ’stealing person’ and the concept of ’undercover’ seems more like
PSE than ASL.”

Additionally, ELMI’s responses were sometimes seen as too shal-
low, particularly when dealing with poetic expressions. Participants
( P9𝐻𝑔 , P11𝐻𝑔 , P13𝐻𝑔 ) felt that ELMI often failed to fully grasp
the deeper meanings behind certain phrases. P11𝐻𝑔 concern that
ELMI might not fully capture the nuances, “I’m unsure if ELMI can
handle such specific phrases without seeing them in action.”, given
that ELMI is not actually observing their performance. P12𝐻𝑔 also
questioned the accuracy of ASL suggestions that ELMI might not be
drawing from sign dictionaries: “It may be suggesting valid glossing,
but also could be hallucinating.” This uncertainty led to a lack of
trust in ELMI’s recommendations.

To make ELMI more culturally and linguistically appropriate,
participants offered several key suggestions. Many participants
(𝑁 = 7) recommended integrating an ASL dictionary that includes
image or video demonstrations, as well as detailed hand shapes,
which would be especially beneficial for novice song-signers. For
instance, P3𝑑/𝐷 remarked, “Seeing examples of signs could bridge
the gap for students who are still learning ASL. For example, if I could

click on something and see the sign for a word like ‘butter’ or ‘smooth,’
it would be very helpful.”
Lose of Context due to Line-by-line Focus. Although the concept
of line-by-line focused translation was generally well-received,
some participants raised concerns on it; they felt focusing on a line
basis could overlook the broader context of the song and disrupt the
continuity of ideas. As P5𝑑/𝐷 mentioned: “If someone were using
ELMI, they might focus too much on translating line by line, instead
of considering the overall structure.” As such, P4𝑑/𝐷 and P5𝑑/𝐷
suggested supporting multiple-line selection, which allows users
to consider the broader context of the song, addressing the narrow
focus of the line-by-line approach. P4𝑑/𝐷 explained that for slower
songs, the current single-line view works well. But for faster genres
like hip hop, viewing two lines at once would help the user better
understand connections between lines, such as punchlines and their
surrounding context.
Insufficient Critical Feedback. Four participants pointed out
that ELMI was sometimes seen as too supportive, often providing
redundant feedback that did not challenge the participants’ inter-
pretations. This led to concerns about the tool not being critical
enough, which could hinder improvement. Participants ( P3𝑑/𝐷 ,
P5𝑑/𝐷 ) also worried that less experienced signers might misuse
ELMI’s suggestions, potentially adopting incorrect interpretations.
As P3𝑑/𝐷 noted, “This could serve as a shortcut, even though [they]
haven’t fully studied.”

7 Discussion
In this section, we discuss lessons learned from the design and
evaluation of ELMI. We also reflect on the implications for better
supporting artistic sign language translation in an accessible and
culturally sensitive manner.

7.1 Tailoring Feedback for d/Deaf and Hearing
Song-Signers

We found notable differences in how d/Deaf and hearing song-
signers prioritized the four discussion topics. d/Deaf song-signers
placed stronger importance on timing, aligning their signs with
the beat and rhythm of the music. On the other hand, hearing song-
signers placed greater importance on emoting, conveying the
emotional content of the lyrics. This aligns with Maler’s findings
that d/Deaf and hearing song-signers have distinct approaches to
using physical space and rhythmic techniques [36]: Hearing signers
are often more concerned with replicating the pitches and rhythms
of the music through body movement, while d/Deaf signers pay
closer attention to the relationship between the rhythm of the music
and the prosody of ASL.

Yoo et al. highlight this dynamic that d/Deaf and hearing song-
signers have “complementary” strengths and weaknesses [74]. Our
study aligned with these findings, particularly in expressive and
rhythmic translations. Hearing participants reported struggling to
convey the expressive nature of ASL, while d/Deaf participants felt
more naturally expressive. In contrast, d/Deaf song-signers (espe-
cially those profoundly deaf) shared that timing was a significant
challenge, requiring substantial effort to align their signs with the
music’s beat. Hearing participants, who were more attuned to the
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timing and rhythm of music, found this less of a concern. Some
d/Deaf participants ( P2𝑑/𝐷 , P5𝑑/𝐷 ) expressed interest in additional
timing aids, such as a metronome, to enhance their synchronization
with the music. Thus, it is crucial to tailor feedback to address the
distinct needs of each group, allowing both d/Deaf and hearing
song-signers to build on their strengths while overcoming their
specific challenges.

7.2 Enhancing Cultural Sensitivity and
Awareness of the Tool

The integration of AI tools like ELMI in ASL translation brings
potential benefits but also requires careful attention to cultural sen-
sitivity and ethical considerations. ELMI received positive feedback
for its discussion feature, which led to more confident and indepen-
dent translations. However, some participants worried that users
might become overly reliant on ELMI, potentially overlooking the
value of human feedback. Additionally, d/Deaf participants raised
concerns that ELMI could unintentionally engage in cultural ap-
propriation or misuse in ways that may harm the Deaf community.
These concerns are also applicable to other LLM-infused features,
such as the emotional and performance guide on the Information
Panel. While these features were intended to aid users in creat-
ing nuanced and visually expressive ASL translations, participants
highlighted the need to ensure that such AI-generated suggestions
are culturally appropriate and do not inadvertently misrepresent
Deaf culture or ASL conventions. As P10𝐻𝑔 noted, consulting with
Deaf individuals during the development of such tools is crucial for
ensuring cultural alignment and personalization of the system.

Therefore, future work would be needed to understand the per-
spectives of Deaf individuals on using AI for ASL translations. Fol-
lowing P11𝐻𝑔 ’s suggestion, “It might be useful to survey the Deaf
community to understand their preferences whether they’d prefer real
human demonstrations or if they’d be comfortable with AI-generated
visuals.” Furthermore, P12𝐻𝑔 pointed out that some of ELMI’s re-
sponses seemed unreliable, suggesting potential hallucinations, as
it was unclear whether the LLM had been trained with accurate ASL
signs. To address this, we suggest augmenting the model training
dataset with ASL gloss [14, 42] and text pairs produced by certified
interpreters. Additionally, we propose that an extra layer of infer-
ence can be incorporated to validate the quality of cultural nuances
and inspect any implicit biases or mischaracterization of the Deaf
context ingrained in the gloss, ensuring more reliable translations.

7.3 Expanding Scope beyond Single Lines
The line-by-line focus unit was one of the strengths of the ELMI
that both d/Deaf and hearing song-signers appreciated. However,
some participants expressed concerns that focusing on individual
lines might be too narrow and could disrupt the overall cohesive-
ness and flow of the song. The unit is currently fixed to the line
reference from Genius lyrics, but since the unit users want to dis-
cuss with ELMI at one time may differ, it needs to be customizable.
Participants suggested that the appropriate focus should depend
on the complexity of the song. For example, hip-hop often requires
analyzing multiple lines together to understand the connection
between punchlines ( P4𝑑/𝐷 ). Verses typically advance the narra-
tive with new lyrics, while choruses tend to feature memorable,

repeated content [67]. Additionally, features extracted from verses
and choruses can have different predictive powers in genre recogni-
tion tasks [37]. Therefore, future song-signing tools should support
discussion with an arbitrary range of the context. One option is
to allow users to select blocks of text or lines, depending on the
song’s genre and structure. A drag-and-drop feature, similar to the
commenting system in Google Docs [41, 56], would give users the
ability to discuss larger units of content.

7.4 Shaping Tone and Persona of an AI
The stance of AI in artistic ASL translation requires careful con-
sideration. ELMI was described as “encouraging and supportive”
that enhanced participants’ translations, while others saw it as “in-
formative and guiding” that facilitated their work. Although some
song-signers found ELMI’s feedback to be “critical and construc-
tive,” helping them identify areas for improvement in their glossing,
others felt it was “too agreeable.” They expressed concern that this
might lead to misuse or over-reliance on ELMI, as the tool’s feed-
back may not be critical enough for meaningful improvement. This
feedback may have been influenced by the prompt, which stated
ELMI to be supportive and encourage critical thinking (See Appen-
dix). Future work should focus on prompt engineering to strike a
balance between supportive and critical feedback, as this balance
impacts the trustworthiness of the results [31]. Research shows that
the tone of AI advice influences user perceptions. Advice given in a
‘skeptical’ style is perceived as more unpredictable, while advice in
a ‘whimsical’ style is seen as less malicious [72]. Therefore, it is es-
sential to refine ELMI’s characteristics to achieve the right balance
between encouragement and constructive critique to optimize user
trust and performance.

7.5 Supporting Rich Recording Modalities
beyond Glossing

Our gloss analysis indicates that d/Deaf individuals use more non-
manual signals (NMS) than hearing song-signers, including clas-
sifiers and visual vernacular. This confirms Maler’s findings that
d/Deaf song-signers embody music differently from hearing sign-
ers by creating a visual, kinetic form of music in sign language,
rather than using sign language to express acoustic elements [36].
Additionally, while d/Deaf individuals tend to use ASL with NMS,
hearing individuals are more likely to use Pidgin Signed English
(PSE) or Signed Exact English (SEE). Hearing signers often rely on
SEE because they are less familiar with the grammatical structure of
ASL and may struggle to accurately translate English into ASL [36].
In this sense, our system’s emphasis on emoting and timing
may not fully benefit novice song-signers who lack a strong foun-
dation in ASL grammar. Therefore, it is important to consider the
user’s proficiency level and fine-tune feedback accordingly.

We also found that many d/Deaf individuals do not use glossing
in their own contexts. Although most participants were familiar
with the concept of glossing, d/Deaf song-signers preferred to prac-
tice using video recordings rather than glossing. Captions using
glosses were more frequently observed among hearing song-signers
[36]. One limitation of glossing is that it lacks a standardized form
and is more commonly used by hearing individuals to learn ASL
[21]. To better support full ASL input, systems can incorporate video
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recordings and editing. Future work could involve using video input
for ASL recognition [34, 52], translating the signs into gloss, and
then inputting them into a large language model (LLM). This would
enable ELMI to observe and analyze the signs and expressions to
give better feedback.

7.6 Limitations and Future Work
Even though we made efforts to balance the participation of d/Deaf
and hearing individuals to capture perspectives from both com-
munities, the majority of our participants (𝑁 = 7) are hearing.
Although similar studies often focused on hearing and hard of
hearing song-signers [74] and hearing song-signers are reported to
be abundant on social media platforms [36], our participant pool
may not fully represent the entire online song-signer population.
This work is just the first step toward designing and developing
an accessible song-signing tool, and we learned that song-signers
could successfully adopt the concept of ELMI. To further enhance
the design of nuanced features, such as video-based support, future
AI-assisted tools could integrate direct ASL dictionary access with
example signing videos and curated performance references. Addi-
tionally, future work may consider adopting participatory design
approaches [54, 60] that directly involve song signers throughout
the development process.

Our study focused on analyzing Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , BTS’s “Butter,” a
Dance-pop track. While pop music is one of the most common
and popular genres [4, 28], we acknowledge that the song may not
be aligned with some participants’ personal interests or expertise
regarding its genre and style. Nonetheless, Song𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑 allowed
consistency in comparison across participants. To complement this,
we also involved Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , providing participants with a more
personalized experience. For example, some participants ( P1𝑑/𝐷 ,
P6𝑑/𝐷 , P11𝐻𝑔 ), who were involved in church worship, selected
religious songs as their Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 .

We also note that ELMI’s performance in lyric analysis and dis-
cussion may vary across different popularity of songs. Since ELMI
relies on databases like Genius and YouTube’s closed captioning
for lyric processing, the model may struggle with songs that are
less popular or lack robust reference data. Well-documented songs
are likely to yield richer feedback, but custom or niche tracks may
result in less detailed explanations or feedback. Thus, ELMI’s abil-
ity to address cultural, regional, or genre-specific nuances remains
uncertain. Future research could explore the limitations of LLMs in
processing less-known songs and assess their adaptability across
varying musical genres.

Lastly, we acknowledge that GPT-4.0 [47] without fine-tuning for
sign-language-specific tasks, such as generating ASL glosses, might
present concerns about its accuracy and applicability. While the
formative study and prior work [49, 61] highlighted GPT’s potential
to support sign language translation, its ability to produce accurate
and linguistically robust glosses remains unproven. Future work
can incorporate expert evaluations with song-signers to assess the
quality and applicability of GPT-generated glosses.

8 Conclusion
In this paper, we presented ELMI, an accessible, LLM-driven sys-
tem designed to assist song-signers in translating lyrics into sign

language. Informed by our formative study, ELMI was developed
to support semantic, syntactic, expressive, and rhythmic aspects of
translation. We found that ELMI enriched the translation process
by providing visual cues, interactive discussions, and individual
line focus. All participants successfully integrated ELMI into their
workflow, gaining increased confidence and independence, with
control and ownership in their glossing process. We recommend
tailoring feedback to meet the needs of both d/Deaf and hearing
song-signers, enhancing the system’s cultural sensitivity, broaden-
ing its focus to multiline translations, refining prompts for more
critical discussions, and supporting diverse inputs. We hope ELMI
will inspire and inform researchers in creativity support and acces-
sibility, encouraging the use of LLMs to foster culturally sensitive
and accessible tools.
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A Appendix
A.1 Participant Demographics for Formative Interviews

Table 5: Demographics, description, communication methods, and song-signing experience of our formative study participants.

PID Age/Gender Description Role Song signing Communication

S1𝑑/𝐷 37/M
Deaf
(Profound/hearing aids)

Hobbyist
(Church worship)

Always/4 years
Sign or talk (not at the same time)
(ASL/fluent)

S2𝑑/𝐷 52/F
Deaf
(Profound/none)

ASL instructor Sometimes/20 years
Sign only
(ASL/native)

S3𝑑/𝐷 32/M
Hard of hearing
(mild/none)

Official ASL
interpreter

Often/15 years
Sign or talk (not at the same time)
(ASL/fluent)

S4𝑑/𝐷 43/F
Hard of hearing
(mild/none)

Hobbyist
(Church worship)

Often/4 years
Talk only
(PSE/moderate)

S5𝑑/𝐷 33/F
Hard of hearing
(profound/hearing aids)

ASL artist Sometimes/9 years
Sign and talk (at the same time)
(PSE/moderate)

S6𝐻𝑔 25/M Hearing
Deaf school
teacher

Sometimes/4 years
Sign or talk (not at the same time)
(ASL/moderate)

S7𝐻𝑔 36/Non-binary Hearing ASL artist Always/12 years
Sign and talk at the same time
(ASL/fluent)

S8𝐻𝑔 67/F Hearing
Hobbyist
(Church worship)

Often/20 years
Sign or talk (not at the same time)
(ASL/moderate)

A.2 Prompt for Discussion on Meaning
Your name is ELMI, a supportive chatbot that helps users understand song lyrics for sign language interpretation.
ELMI encourages critical thinking about the lyrics and acts as an active listener, prompting users to reflect on
subtle elements rather than providing complete answers. Your role is to create thought-provoking questions based
on the lyric line (or line inspection results, if available) and foster meaningful discussion. Encourage users to
develop their interpretations and check if they are open to exploring other ideas.
You are currently discussing the song "{{title}}" by "{{artist}}," focusing on the lyric line "{{lyric line}}".
Your goal is to assist "user name" with translating the lyrics into "{{sign language}}". If line inspection results
are available, incorporate them as reference points to guide the discussion.
You begin by prompting reflective questions such as:
- "How should I interpret the deeper context of this line?"
- "What is the underlying message or hidden meaning in this line?"
Key characteristics of ELMI:
- Clear Communication: ELMI provides simple, concise instructions with relevant examples.
- Humor: ELMI infuses the discussion with light humor and emojis to keep the conversation engaging.
- Empathy and Sensitivity: ELMI shows understanding and aligns with the participant’s emotional state.
Handling Conversations:
- Redirecting Off-Topic Chats: ELMI gently guides the conversation back to lyric interpretation if it goes off
course, suggesting social interactions for unrelated discussions.
-Support and Encouragement: ELMI continuously supports users while maintaining its engaging and encouraging
personality.
Output Format:
- Do not include JSON or irrelevant data.
- Responses should be clear, empathetic, and concise.
- Limit your questions to two at a time.
- Keep responses engaging and thought-provoking.
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A.3 Detailed Description of Lyric Alignment Pipeline
To provide fine-grained, real-time visual feedback for lyrics while playing audio, we used word-level timestamps (i.e., start and duration)
of lyrics automatically generated through sequence matching and automatic speech recognition (ASR). Figure 9 illustrates the process
of pipeline that obtains lyrics with word-level timestamps from song information. The system first queries the song by title and artist
( a○ in Figure 9) on Genius.com [39] lyric database and YouTube. We treat the lyrics retrieved from Genius ( b○ in Figure 9) and the audio
retrieved from YouTube as references ( d○ in Figure 9). Although modern ASR APIs support transcribing long-length audio at once, we took a
hierarchical approach that first obtains robust line-level timestamps and extracts word-level timestamps for each line. As YouTube video
subtitles usually contain line- or phrase-level timestamps, we used the song subtitles ( c○ in Figure 9) of the reference video to map their
timestamps to the reference lyrics by sequence matching ( e○ in Figure 9). Specifically, we combined fuzzy string similarity matching with
LLM inference to find the best matches between subtitle chunks and lyric lines. Using the line-level timestamps ( f○ in Figure 9), the system
extract an audio segment ( g○ in Figure 9) for each line and transcribe it with OpenAI Whisper [55] to obtain word-level timestamps for
transcription ( h○ in Figure 9). Lastly, the system matches the transcription words with reference lyric lines to map the timestamps to the
words in reference lyric lines ( i○ in Figure 9).
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Figure 9: A pipeline for obtaining lyrics with word-level timestamps from song information. The system looks up the song
title and artist a○ in Genius.com and YouTube to retrieve reference lyrics b○, video subtitles with coarse timestamps c○, and
a reference audio d○. The system matches the subtitle and the reference lyrics e○ to apply subtitles’ timestamps to the lyric
lines f○. Based on these line-level timestamps, the system transcribes the corresponding segment g○ of the reference audio
using Whisper h○, which provides word-level fine-grained timestamps. Finally, by matching the Whisper transcription with
the reference lyric line, the system obtains the reference lyrics with word-level timestamps i○.

A.4 List of Song𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 used in the Main Study

Participant Artist Title Genre YouTube MV/PV

P1𝑑/𝐷 Passion, Kristian Stanfill More Like Jesus Christian Worship https://www.youtube.com/watch?v=OAwlcswW6sg

P2𝑑/𝐷 Céline Dion My Heart Will Go On Pop https://www.youtube.com/watch?v=9bFHsd3o1w0

P3𝑑/𝐷 Rhianna Lift Me Up (Black Panther) R&B/Soundtrack https://www.youtube.com/watch?v=Mx_OexsUI2M

P4𝑑/𝐷 Kane Brown Bury Me in Georgia Country https://www.youtube.com/watch?v=k_-RuDCGefU

P5𝑑/𝐷 Em Beihold Numb Little Bug Indie Pop https://www.youtube.com/watch?v=1fwJ8H5wWCU

P6𝑑/𝐷 Hillsong UNITED Good Grace Christian Worship https://www.youtube.com/watch?v=EhKSRIvDFI0

P7𝐻𝑔 Pink Sweat$ At My Worst R&B https://www.youtube.com/watch?v=8CEJoCr_9UI

P8𝐻𝑔 Jimin Who K-Pop https://www.youtube.com/watch?v=Av9DvtlJ9_M

P9𝐻𝑔 Adie You’ll Be Safe Here OPM Pop/Rock https://www.youtube.com/watch?v=8TIHuXLbAVo

P10𝐻𝑔 Extreme More Than Words Rock/Acoustic https://www.youtube.com/watch?v=UrIiLvg58SY

P11𝐻𝑔 Whitney Houston I Will Always Love You Pop/R&B https://www.youtube.com/watch?v=3JWTaaS7LdU

P12𝐻𝑔 Andrew Bird Manifest Indie Rock https://www.youtube.com/watch?v=mcPDgWMkEiM

P13𝐻𝑔 Taylor Swift Lover Pop https://www.youtube.com/watch?v=-BjZmE2gtdo
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