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Abstract
AI agents have the potential to provide long-term personalized
assistance to users, and this relies on effective long-term mem-
ory. While memory in agents has been extensively covered by
prior work, there is little understanding of users’ expectations and
practices with agent memory. As a preliminary investigation, we
interviewed people who use AI tools with memory and analyzed
online discussion posts of people’s experiences with such tools.
We found that users often have incomplete mental models of how
agents remember and recall information, and how their memories
affect their behaviours. Users generally consider agents’ memories
as belonging to different categories along a hierarchy from more
generalized knowledge to more specific knowledge about the user
or task. Users often desire the system’s memories to be cleanly
organized by these categories. These findings reveal opportunities
to design agent memory mechanisms to organize and control access
to memories based on users’ task-based needs.
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• Human-centered computing→ Empirical studies in HCI.
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1 Introduction
AI agents, including LLM-based chatbots and tools like ChatGPT,
Claude, and Gemini, are becoming more prevalent in people’s daily
lives. People are also increasingly interacting with such agents over
long periods of time—e.g., using them as personal AI assistants (e.g.,
[2]) and ‘coaches’ for wellness [7, 8, 10, 12, 14, 25, 26, 31], exercise
[3, 17, 19, 20, 35], life goals [16], and work productivity [22, 23, 27].

Such AI agents have the potential to provide always-available
personalized and contextualized assistance to users, and to work
in collaborative ‘complementarity’ [30] with the user. However,
in order to achieve this, the user and the agent can benefit from
achieving co-understanding of each other. One aspect that con-
tributes to co-understanding is memory. To achieve sufficient co-
understanding in longer-term interactions between humans and
agents, the agent needs to remember the right things about the
user and the interactions over time, and refer to those memories
optimally in giving effective assistance to the user. Further, it is also
helpful for the user to have sufficient understanding of the agent’s
decision-making processes and how its memories and knowledge
impact its behaviours.

Memory in LLM-based agents has been extensively covered by
prior research (e.g., [11, 36]). Strategies for maintaining an agent’s
memory include summarization (e.g., [29, 32]) and refinement (e.g.,
[37]) of conversational and interactional histories, maintaining
vector databases and retrieving relevant conversations or infor-
mation through semantic or linguistic matching (e.g., [13, 24, 38]),
maintaining key-value pairs in traditional databases (e.g., [21]), or
maintaining lists of ‘facts’ or ‘observations’ learned from user inter-
actions (e.g., [1, 5, 24, 33]). There are also systems that allow users to
influence or modify agents’ memories through, for example, direct
manipulation (e.g., [15, 34]). Some systems’ memory mechanisms
(e.g., [18]) are designed to mimic existing psychological models of
human memory (e.g., [4]), while others (e.g., [21]) are designed to
mimic existing technological metaphors such as traditional oper-
ating system memory. However, there is a lack of understanding
of users’ expectations of AI systems’ memory mechanisms while
using such systems over longer periods of time. Furthermore, there
is a lack of understanding of users’ practices of managing these
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systems’ memories. Achieving such understanding could help de-
signers build memory mechanisms for agents that involve users,
consider their mental models (in line with [30]), and keep the hu-
man in-the-loop.

To achieve this understanding, we conducted interviews with six
participants who use personalized AI tools with long-term mem-
ory on a regular basis, and thematically coded these interviews to
explore users’ expectations and mental models of such systems’
memory mechanisms and their practices with managing memory
in these systems. We also conducted a thematic analysis of pub-
licly available posts and discussion threads on Reddit, in which
people discussed their experiences using the memory features of
personalized AI systems.

Our findings illustrate that, in general, users often have an incom-
plete understanding of how existing agents remember and recall
information from users’ interactions. Users generally think of the
system’s memories as belonging to different categories that can
be organized along a hierarchy from more generalized knowledge
(e.g., factual memories of general knowledge facts, usually con-
tained in the model’s training data or fetched externally through
retrieval-augmented generation, or RAG [9]), to knowledge about
the user (e.g., their personal or social details, preferences, etc.), to
more specific knowledge about the domains, projects, or tasks that
the agent assists the user with. Users’ needs for the system to store
and retrieve memories along the different positions of this hierar-
chy evolve depending on the task or stage of the activity they are
working on. Our findings also reveal users’ existing approaches to
organizing, separating, and abstracting access to memories across
different tasks, projects, and domains, including their use and or-
ganization of chat threads, customs prompts and instructions for
defining personas and roles, fine-tuning models, and using different
user accounts. These findings reveal opportunities to design agent
memory mechanisms to organize and control access to memories
via hierarchical structures based on users’ task-based needs.

2 Method
We conducted a study with the goal of better understanding users’
expectations of AI systems’ memory mechanisms and their prac-
tices of managing these systems’ memories while using them over
longer periods of time. Our data was collected from two sources:
(1) one-on-one interviews with participants who use personalized
AI tools with memory, and (2) online posts and discussions threads
on Reddit, where people discussed their experiences using per-
sonalized AI tools with memory. Our research questions were as
follows:

(1) What are people’s mental models and expectations of
what AI memory systems do? For example, what does the
user expect the AI system to remember? How does the user
expect the AI to behave when recalling old memories? How
do people expect their information to be abstracted when
stored in memory?

(2) What are people’s unsatisfied needs with AI memory
systems? How do these unsatisfied needs affect users’ in-
teractions with and perceptions of the AI system?

(3) What are people’s current practices withmanaging and
exploring the memory of a personalized AI system?

For example, how does the user (try to) instruct or get the
AI to remember, recall, or forget something? When and why
does the user want to manage the system’s memories?

We conducted semi-structured one-on-one interviews (see Ap-
pendix A for the interview guide) with six participants (each iden-
tified as ‘P#’ in the findings) who use personalized AI tools with
long-term memory on a regular basis. Each interview lasted be-
tween 30 and 45 minutes. The interviews were conducted on Zoom,
and each participant was reimbursed with CAD$20. The interviews
were recorded and transcribed for analysis. Participants also filled
out a brief survey (see Appendix B) where they provided basic de-
mographic information and answered questions about their current
and prior use of AI tools. Four of our participants identified as fe-
male and two as male, ranging from 24 to 35 years old (M = 29, SD =
5). Three participants expressed that they use LLMs or personalized
AI tools at least once per day, while the other three expressed that
they use these tools at least once per week. Of the specific tools
that participants mentioned using on a regular basis, all of our
participants expressed using ChatGPT, while three also use Claude,
two also use the Microsoft Copilot chatbot, and one each also use
Perplexity, NotebookLM, Grammarly’s AI features, and the Cursor
AI code editor for code completion and chat. Our participants ex-
pressed using these tools for activities such as “productivity tasks,
writing assistance, usability analysis,” “analyzing qualitative data,”
“email writing and editing,” “code-related questions, brainstorming,
error troubleshooting,” “learning something from scratch,” “conversa-
tional [web] search[ing],” and “as a personal tutor, search engine, and
life companion.” All six participants rated their “level of expertise
with using these tools” as 4/5 (with 1 = ‘beginner/novice’ and 5
= ‘advanced/expert’). However, when asked about their “level of
technical knowledge of LLMs” (i.e., their “technical understanding
of how LLMs work” and their “technical understanding of memory
in LLMs and LLM-based tools and agents”), four participants rated
themselves as 4/5, and one participant each rated themselves as 2/5
and 1/5 (with 1 = ‘beginner/novice’ and 5 = ‘advanced/expert’).

We also collected and performed a preliminary analysis of 54
publicly available discussion threads on Reddit, in which people dis-
cussed their experiences using the memory features of AI systems.
The threads were collected systematically from Reddit communities
centred around topics such as AI tools, agents, LLMs, generative
AI, and machine learning. In addition, relevant threads were col-
lected from general Q&A Reddit communities where people asked
questions related to the memory of AI systems. Discussion threads
were collected from these communities using search terms and key-
words such as “memory,” “forgetting,” “remembering,” “chat history,”
“summarization,” “temporary chat,” and “personalization.” Please
see Appendix C for a list of the Reddit communities (“subreddits” )
where the discussion threads were collected from.

We conducted a thematic analysis of the interview data and Red-
dit discussions together, using an inductive coding approach [6].
Codes were developed to address our research questions, then itera-
tively discussed, refined, and categorized into themes. For example,
codes like “user is surprised about how much the system remembers
about them,” “user wants the system’s memories to be organized or
disjoint by project, task, or domain,” and “user organizes memories
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by chat threads” were created, representing users’ perceptions, un-
satisfied needs, and current practices with agent memory. During
the categorization phase, we saw themes emerge around desires
for system transparency, heterogeneity of the system’s memories,
temporal dependency of memory needs, and user practices of or-
ganizing and separating the system’s memories. The first three
authors coded the Reddit discussion threads independently, but met
to discuss their findings and iterate on the coding on a regular basis.
The first author completed most of the coding of the interview data,
but discussed, reviewed, and iterated on the codes with the second
and third authors.

3 Findings
3.1 Users’ Perceptions and Desires for

Transparency
Overall, we found that users often have an incomplete understand-
ing of AI systems’ memory mechanisms, including what the system
remembers, how the system decides what information to store in its
memory, and how the system’s memories influence its behaviours
or outputs. As a result, our participants expressed their desire for
the system to provide greater transparency of what it remembers
about the user and its previous and ongoing interactions with them.

“When I’m conversing in it with some other ways, or,
you know, just regular email writing or something, it’ll
also sometimes say ‘memory updated’. And then, but,
I think I don’t really know how it decides what is
important information to remember versus what
is not important information to remember in, like
the prompts that I write.” — P3
“Definitely not [transparent]. Like, I’m... I can never say
for sure whether it remembers this thing or not. And
even sometimes I tell it to remember, it may forget.” —
P6

Users also want the system to provide greater transparency of
how its past memories influence its present behaviours:

“It would be interesting, like I mentioned, to know
which parts of the memory it has about me go
into, like, which responses, and to understand more
about how it decides which portions [...] of that list [of
memories] is like... you know, [it is] 100 or 200 items...
like, that’s a lot of things to remember about me. And
to decide, like, which parts of that list actually go into
a response versus not.” — P3

Some of our participants were surprised about how much the
systems they use remember. For instance, our participants who have
used ChatGPT, Copilot, and other LLM-based chatbots expressed
that they were surprised about how much the system remembers
sensitive or personal information about them.

“I didn’t notice it, but now I’m looking at the memory,
it’s definitely collected a bunch of information about
me. [...] It’s scary.” — P1
“Yeah, it remembers quite a lot. Oh, my God.” — P2

Participants were particularly surprised that the systems they
use preserve memories containing details that they consider to be

‘small’, ‘mundane’, or not directly related to the activities that they
use them for.

“So it saved my supervisor[’s name]. Which makes sense.
Because it read emails, like, I polish my emails to my
supervisor with GPT, so it knows.And the really scary
one is, it hasmy student ID. And thenmy employee
ID. I think I don’t put [those] there a lot. Maybe it’s just...
for the one or two times I’m trying to contact the de-
partment, like for support, where I put my information
there [in the email], and so I’m really surprised. Like, I
didn’t keep putting it there, but [ChatGPT’s memory]
captured it.” — P6

In some cases, the systems were able to use these small details to
make detailed inferences about the user—for example, about their
personality.

“I actually tried asking ChatGPT to guess my MBTI
[Myers–Briggs Type Indicator personality test]. And [...]
it got three out of the four [indicators] correct. So like
that, that kind of threw me off, because I don’t
talk much about my personality. Like I mentioned,
I’m using [ChatGPT] mostly for productivity. I use it to
help me, you know, write papers, and then, to, you know,
improve [the] language of emails, and things like that.
[...] And then ChatGPT guessed [my personality], just
based on regular interactions that were mostly about
work and research. [...] So I think that was a little,
where I was caught off guard.” — P3

While some were initially amused by this, most participants
did not want the system to remember such personal details over
a longer term. Therefore, in addition to desiring more awareness
and transparency of what/how the system remembers and how
its memories influence its behaviours, participants wanted to also
have control over these processes. In some cases, participants were
okay with the system remembering certain information about them
as long as it asked them for their consent.

“If it explicitly asks me for basic [personal] information,
and then it’s up to me whether or not I give it that
information, that’s perfectly fine.” — P4

Some members of the Reddit community were surprised and
impressed by how much the agent remembered about them, ex-
pressing that their conversations were improving as a result, and
the agent was developing a deeper understanding of them. One
individual even felt a social connection with the agent. While this
is the case, some others were frustrated at the amount of irrelevant
information the agents remembered, or that too much information
was remembered. Others expressed concerns for the agents for-
getting details, hallucinating information, or having their personal
information leaked elsewhere and no longer remaining private.

3.2 Heterogeneity of Memory and Temporal
Dependency of Memory Needs

Our interview findings and coding of Reddit posts reveal that users
do not consider all types of agent memory to be equal, and their
needs for the system to remember certain information evolve over
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time, depending on the task and the stage of the task that the user
is working on with the agent.

For instance, participants described their memory needs as dif-
fering across domains, and this is one of the reasons why some
participants create separate agents, personas, or custom instruc-
tions for different tasks. In general, participants wanted to organize
and separate AI systems’ memories clearly by task, project, and
domain (e.g., separate memories related to writing from those re-
lated to health advice). Five of our interview participants (P1, P3,
P4, P5, P6) even wanted memories from different projects, tasks, or
domains to be disjoint from one another in the system, and when
working on one task, they did not want the system to have access
to memories from other unrelated tasks (e.g., they did not want the
system to have access to memories about personal health advice
when helping the user with academic writing).

“If I’m currently using it for, like, some project, I would
like it to recall the information for that project.”
— P5

Some participants did not want groups of memories to be com-
pletely disjoint though. For example, P4 thought that there could
be benefit to the agent’s memories partially overlapping across
domains or tasks, and that the user could define how much overlap
there is:

“Let’s say, I don’t want my conversation about re-
search to overlap with a side project conversation,
but I might still be using the same information. And so,
just for convenience or visual representation, I open two
separate chat windows for it. And in that case I would
prefer it if the agent preserved those memories. But I
also think of it as something that the user should
have more control over.” — P4

A similar sentiment was shared in the Reddit discussions. From
our analysis of both the interview and Reddit data, users tended to
consider agents’ memories as belonging to the following categories:

• Factual memories:Memories of general knowledge facts.
These are often contained in the model’s training data (para-
metric memory) or fetched through RAG [9].

• User-related memories:Memories related to the user, in-
cluding their personal preferences (e.g., preferred conver-
sational or interaction styles), personal details (e.g., their
name, age, occupation, or other biographical information),
personality, social, emotional, or other information.

• Domain-related memories:Memories related to a specific
domain that the user wants the agent to specialize in. This
could include any prompts or system instructions used to
define the role or persona of the agent, or important domain-
related terminology or concepts that the user feeds to the
agent as context.

• Project-related memories: Memories of higher-level con-
textual details about a specific longer-term project—e.g., a
work project, hobby project, or even a personal long-term
goal (e.g., lose weight).

• Task-related memories:Memories of lower-level details
about a specific task—e.g., a specific assignment, component
to a project, or activity toward one’s higher-level goal.

These categories can be thought of as existing on layers. For
instance, factual memories would refer to general knowledge in-
formation that the agent would always have access to, that is not
specific to any given task, and could be useful for any activity that
the agent assists the user with. LLMs in their default state may only
have access to factual memories, without the personalization or
specialization that result from collecting memories from user inter-
actions. One level below this would be where the personalization of
the agent toward the user begins. User-related memories would refer
to any general information that the agent knows about the user
that could be applied in different ways to any task that the agent
helps the user with. As some participants expressed though, not
all user-related memories may be relevant to the task at hand (e.g.,
information about the user’s family members may not be important
for helping the user solve a programming task). Below this level
would be where memories extend from user-level personalization
to role specialization, and memories from this level downward in-
fluence the agent’s specialization toward certain domains (domain-
related memories), longer-term projects (project-related memories),
and immediate tasks (task-related memories).

Participants expressed that their needs for the system to collect
and make use of each of these types of memories evolves over
time. For example, the user may need the system to recall a lot
of memories about the current task with a great amount of de-
tail and accuracy, while remembering only relevant details about
other tasks, and/or recalling only higher-level (e.g., summarized)
memories about other tasks.

“I can imagine, like, a scenario where, for example, I
learned Haskell using GPT, and then I start a fresh chat
to learn, let’s say, Swift. And then GPT remembers what
I know about functional programming and, let’s say,
lazy evaluation from the Haskell lectures. And so it
might call back to that in this conversation, because
Swift also has lazy evaluation, and that might be one
way in which you can carry over long-term memories.
Maybe if there’s, like, a problem that I’m working on,
and I switch to another problem, but GPT remembers
that on the previous problem we encountered, like, a
certain situation where I struggled, and I required extra
assistance for it... so maybe it preemptively provides
me with that information in [the] new chat, because it
anticipates that I’ll run into a similar problem.” — P4

In addition, the user may also want the system to recall and
make use of memories at higher-levels of the hierarchy (e.g., the
user’s personal details from the system’s user-related memories),
but only to the degree that is necessary or relevant for the specific
task at hand.

“I mean, [I do] not want it to remembermy personal
information a lot. So, like, previously I said I want it to
learn about my writing style, so that when I’m ready to
revise my email, it is following my tone instead of using
someone else’s tone. [...] I don’t want it to remember, like,
my name. [...] So I don’t want it to remember like, ‘oh,
I’m Tom’s friend’, ‘I’m married’, ‘I’m a student’, ‘I’m,
like, whose daughter’, and ‘I’m whose wife’, like those
kind of information, is not what I want it to remember.
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I just want it to remember like, ‘oh, write it this way’,
and that’s everything [it] should do.” — P6

3.3 Users’ Practices of Organizing and
Separating Memories

Participants explained that they attempt to separate memories by
creating separate chat threads or sessions for different projects or
tasks (P1, P4, P5, P6) or creating entirely new agents or personas (P2,
P3, P4) by prompting the model with different base instructions (e.g.,
creating ‘custom GPTs’) to tailor the agent to specific roles, fine-
tuning the model to give the system ‘expertise’ or specialization in
a certain task or domain, changing the model in use (e.g., switching
from GPT to Llama), or even logging in with different user accounts.

“For the HCI scholar [agent], like, that’s just one for
everything, like all of my writing academic writing that
I have to do. And then for each project, I will create a
custom one [agent], for example, like that usability one
[project]. So if I need to evaluate the usability of one
website, I’ll create one [a custom agent]. And then I’ll
upload, like, to the knowledge [the agent’s memory],
like all of the screenshots for this one website. And if
I’m working on like an app, now I’ll create another one,
and then like upload all of the screenshots for the app.”
— P3

However, with many existing tools, when the user creates a
new session or agent, they often need to manually select which
information or memories they pass on to the new agent or new
session. For example, the user might reuse the same base instruc-
tions or prompts defining the agent’s role or higher-level task, but
they might include different task or project-specific details for each
instance of a task that they are working on.

“Yeah, I give it the same persona like, you know, ‘you are
an expert researcher, you have multiple years of expe-
rience, you’re very familiar with, like, you know, some
heuristics’. So that, like, persona blurb is the same. But
then the blurb that I talked to them about the product.
Like, this product, it contains XYZ... So I think, specific
to this product, I’ll upload different context for it to
understand.” — P3

For some situations, this can be a cumbersome process. For exam-
ple, some participants mentioned needing to repeatedly manually
select relevant information to copy and paste across sessions or
agents.

“Yeah, I would say, it’s kind of difficult to do now. The
only way I can keep it consistent is to copy and paste
the same prompt.” — P2
“If it’s not able to recall certain discussions that I had
with [it], then I would try to like, feed again, [...] like,
dump data, whatever I have. Or maybe copy and
paste the data from the previous chat [...] copy,
paste the same conversation to it again.” — P5

Some participants wished that this process of selecting which
memories to preserve or turn on/off would be easier.

“Yeah, it would be helpful if I could have like, you know...
like, different settings, or like different fields that I can

customize, right? Like, say, I want, like, a UX expert.
Then I can have that as the standard, and then just swap
out, like, other things.” — P3

Additionally, the Reddit community expressed many desires to
tune memories and recommended features such as an on/off toggle,
manually selecting, deleting, organizing and categorizing different
memories. In actuality, users are already directly managing the
system memory by using various on/off features, post-hoc editing,
periodically pruning the memory, using custom instructions, explic-
itly telling the agent what to remember or forget, manually deleting
from the chat history, repeating information that they want to be
remembered, and even prompting the system for how it should
remember going forward.

4 Design Opportunities
In contrast to the desires and practices expressed by our interview
participants and those who posted in the Reddit discussions we
analyzed, many existing systems attempt to separate or organize
memories automatically via other means, such as through vector
embeddings (where the system retrieves memories by linguistic or
semantic similarities with the user’s input(s); e.g., [13]), time-based
storage and retrieval (where more recent memories are more likely
to be retrieved that older memories; e.g., [13]), and by mimicking
existing psychological models of human memory (e.g., by separat-
ing memories into semantic, episodic, and procedural memories [4]).
While these are all promising approaches to implementing agent
long-term memory, there is also opportunity to consider users’ ex-
isting approaches to organizing information and system memories
by project, task, and domain, and to consider how users’ needs
evolve as they transition from one activity to another. Therefore,
users could also benefit from memory mechanisms that organize
and control the level of access to or abstraction of memories based
on the user’s task-based needs.

Therefore, we recommend that agents, especially those that users
use for multiple activities over a longer period of time, keep track
of the different stages of the user’s activities (task, project, domain,
etc.) over time, and organize their memories based on these different
stages of the user’s activities. This could be done both with or
without input from the user—e.g., the agent can recognize explicit
or implicit cues from the user that they are working on a new task
or domain, including from the user’s own prompts (such as what
task they explicitly say they are working on) or by observing how
the user organizes their own chat threads by project or task.

There could also be benefit to allowing the user to directly ma-
nipulate and control the level of access to certain memories by
task. In addition to existing approaches that allow users to directly
manipulate agent memories (e.g., allowing users to move memories
from one conversation to another or edit the level of abstraction
of memories [15, 34]), allowing users to organize memories into
hierarchical structures (e.g., akin to folders and subfolders in file
systems, or global vs. local variables and private vs. public prop-
erties in object-oriented programming) where they can define the
appropriate level of access to memories by task or activity could be
a potentially promising approach that aligns with our participants’
existing needs for agent memory.
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Further, allowing users to organize memories into user-defined
groups (such as, for example, ‘personal memories’, ‘writing feedback
memories’, and ‘health advice memories’), and allowing users to
toggle on/off and control the level of access to or abstraction of
these user-defined groups of memories could be another way to
give users more control, involvement, and agency over how the
agent’s memory works for them.

5 Conclusion and Future Work
This work provides preliminary understanding of users’ long-term
expectations and needs from AI systems’ memory mechanisms,
their practices of managing these systems’ memories, and how
their needs and practices evolve over time based on the stages of
the activities they work on with the agents they use. To expand
on these findings, we plan to run further studies (e.g., more in-
depth interviews and longer-term studies with more participants)
to better understand people’s evolving needs over a longer period
of time. We are also interested in understanding how certain design
choices in AI systems (e.g., anthropomorphic design traits, direct
manipulation vs. interface agents [28]) affect people’s perceptions
of and practices toward agent memory.
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A Semi-Structured Interview Guide
Interviews were semi-structured, and the exact questions asked occa-
sionally deviated slightly from the following guide.

A.1 Introduction
(1) Share with me how you currently use personalized AI tools

like ChatGPT, Claude, or Gemini.
• What AI tools or chatbots do you use on a regular basis?
• What do you use these tools for? (What types of tasks/activities?)

(2) Share with me the role that memory plays in your use of
these systems.
• What things does the system remember over time?
• How does the system’s memory affect the task(s) it does
(or helps you do)?

A.2 Users’ Mental Models of and Desires from
Agent Memory

(3) Share with me your understanding of how the memory in
[X system] works.
• Howdoes it storememory (how does it remember things)?
• How does it choose what to remember?
• How does it recall memories?
• How does it use memories?
• How does it behave based on its memories? How do you
expect it to behave based on its memories?

(4) What kinds of behaviours from the system (e.g., indications,
communications, interface elements, etc.) help you better
understand the system’s memory operations?
• Is there anything that [X system] does that you think
helps you better understand how the system’s memory is
working (e.g., what it is remembering, recalling, forgetting,
etc.)?

A.3 Users’ Practices with Agent Memory
(5) Is there anything that you do with the system specifically to

try to get it to remember certain things (or forget certain
things)?
• Is there anything you do with the system to try to prevent
it from remembering certain things?

(6) In what instances do you want to be more aware of what
is in the system’s memory?
• In what instances do you want to know what the system
is choosing to remember? (In what instances do you want
to control this?)

• In what instances do you want to know what and how the
system is recalling information in its memory? (In what
instances do you want to control this?)

• In what instances do you want to know what the system
is choosing to forget? (In what instances do you want to
control this?)

(7) In what instances do you want to manage the system’s
memory?

A.4 Conclusion
(8) Is there anything else that you would like to share?
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B Survey Questions for Interview Participants
(1) [Optional; open response] What is your age?
(2) [Optional; multiple choice; select one] Which gender do you

identify as?
• Female
• Male
• Non-binary
• Prefer not to say
• Other [please describe]

(3) [Multiple choice; select one] How often do you use LLMs or
personalized AI tools (e.g., ChatGPT, Claude, Gemini, Pi,
Meta AI, Microsoft Copilot chatbot, NotebookLM, Perplex-
ity, AI-generated meeting summaries, AI-powered writing
assistants, Copilot in Microsoft Office or GitHub)?
• At least once per day
• At least once per week
• At least once per month
• At least once per year
• Have only used these tools a few times before
• Have never used these tools before

(4) [Open response] Which of these tools do you use, and what
do you use them for?

(5) How would you rate your level of expertise with using
these tools?
• Likert scale from 1 to 5, 1 = “Beginner/novice”, 5 = “Ad-
vanced/expert”

(6) Please rate your level of technical knowledge of LLMs—
e.g., your technical understanding of how LLMs work, your
technical understanding of memory in LLMs and LLM-based
tools and agents (including model training, fine-tuning, con-
text windows, RAG, etc.).
• Likert scale from 1 to 5, 1 = “Beginner/novice”, 5 = “Ad-
vanced/expert”

(7) [Optional; open response] Please describe / elaborate on
your technical knowledge of LLMs and LLM-based tools.
What specific knowledge do you have about how these tools
work?
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